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Conventional single-focus fluorescence correlation spectroscopy (FCS) is often used for studying

molecular diffusion in crowded environments. However, these measurements usually deal with

concentrations of the crowding agent far beyond the overlap-concentration, resulting in a crowding

effect which slows down the diffusion coefficient by several orders of magnitude. In the present paper,

we would like to study the transition range from free diffusion to crowding. Therefore, high accuracy of

the determination of the diffusion coefficient is needed. In the majority of cases, the local refractive

index in a sample is different from the refractive index of the immersion medium of the used objective.

To achieve a high accuracy during experiments it is necessary to account for the refractive index

mismatch in single-focus FCS calculations. In this work, we study theoretically and experimentally the

influence of the refractive index mismatch on performance of single-focus FCS as well as the recently

developed dual-focus FCS (2fFCS). By looking at the transition from free tracer diffusion to crowding

it is shown that, in contrast to conventional FCS, 2fFCS allows measuring absolute values of the

diffusion coefficient and its change in the range of half an order of magnitude. Even under conditions of

strong refractive index mismatch between sample and immersion medium, without the need of

additional calibration. This is demonstrated on a system of fluorescently labeled 70 kDa dextrane in an

unlabeled 70 kDa dextrane matrix. Therefore, 2fFCS is a perfect tool for investigating molecular

dynamics in crowded environments.
1 Introduction

Transport effects and hindered diffusion are important in many

applications including rheology, colloid and polymer science,1,2

and biological and biochemical processes.3,4 Crowded environ-

ments consisting of highly concentrated solutions of macro-

molecules have a large impact on reaction rates,5,6 equilibrium

constants, or self-assembly of super-molecular structures.7 It also

induces depletion interactions, causing macromolecules to

segregate according to their size due to the increase in free

volume accessible to solutes.8

Fluorescence correlation spectroscopy (FCS) is a powerful

tool for investigating the diffusion of fluorescently tagged

molecules in crowded environments. So far, many FCS studies

have been carried out on protein–protein solutions,9–11 protein–

dextrane solutions10,12 or other combinations with dextrane,13,14

because molecular crowding is supposed to play an important

role in physiological systems.

Other publications10,13,15 describe single-focus FCS experi-

ments, which deal with high concentrations of crowding agent,

resulting in a strong influence (several orders of magnitude) on

the diffusion coefficient, or attempt to study diffusion of polymer

chains with high accuracy.4 However, if the observed range of

concentration is the transition range from free to hindered
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diffusion, where the diffusion coefficient decreases by half an

order of magnitude, single-focus FCS reaches its limits.

An important factor for FCS inaccuracy is usually the strong

refractive index mismatch between the sample and the immersion

medium of the used objective, necessitating extensive calibration

for conventional FCS prior to each measurement.14,16,17

This becomes time consuming whenmeasuring tracer diffusion

in different samples with varying amount of crowding agent and

thus varying refractive index of the sample. Although FCS

calibration might be an acceptable way of taking into account

these refractive index changes, it still requires lengthy calibration

measurements for each sample concentration.

Even then, it is still difficult to obtain precise absolute values

for a diffusion coefficient. The main reason is the dependence of

size and shape of the detection volume (described by the molecule

detection function orMDF) on excitation intensity due to optical

saturation effects, see e.g. ref. 18 and 19. Another reason, due to

refractive index mismatch, is that theMDF becomes increasingly

sensitive to the absolute position of the focus above the cover-

slide surface.19,20 Thus, as either the intensity (or optical satura-

tion properties of the used dye) or focus position or both do

change between two measurements, they cannot be compared or

calibrated against each other, which makes determining correct

absolute values of diffusion coefficients rather difficult.

In ref. 18 and 19, we presented theoretical estimates of the

influence of refractive index mismatch on the outcome of

conventional single-focus FCS experiments. Here, we will study

this topic in more detail, comparing theoretical and experimental

measurements for both single-focus as well as dual-focus FCS.We
This journal is ª The Royal Society of Chemistry 2009



present extensive numerical calculations of theMDF as a function

of refractive index and focus position, and its impact on the final

autocorrelation function (ACF). The results allow the estimation

of the systematic errors introduced in conventional single-focus

FCS experiments due to refractive index mismatch.

As will be shown, the recently developed 2fFCS18 allows these

problems to be circumvented. The core idea of 2fFCS is to

introduce an external length scale into the measurement which is

not affected by refractive index related optical aberrations. This

is done by creating two laterally shifted but overlapping foci with

well known and fixed distances. By measuring the ACFs for each

focus as well as the cross-correlation function (CCF) between the

foci, and performing a global fit of all three curves, it is possible

to determine absolute values of a diffusion coefficient without

further calibration or referencing. The resulting accuracy and

reproducibility of determined diffusion coefficients is superior to

conventional single-focus FCS, making 2fFCS a very useful tool

for investigating systems with inherently large optical aberra-

tions as caused by e.g. refractive index mismatch.

The capability of 2fFCS is exemplary, demonstrated by

measuring the self-diffusion of labelled dextrane in a concentrated

solutions of 70 kDa dextrane near the transition from free to

hindered diffusion. The measured data are evaluated with

a conventional single-focus FCSmodel as well as with an extended

2fFCS model. As will be shown, the accuracy of 2fFCS is much

higher than that of single-focus FCS, allowing direct measure-

ments without further calibration. Furthermore, results obtained

with 2fFCS and with conventional dynamic light scattering (DLS)

are compared. It is verified that 2fFCS is able to provide values of

tracer diffusion in contrast to DLS experiments, which show

collective relaxation of the whole crowding environment.

2 Materials and instruments

2.1 Materials

The solvent LichroSolv water for chromatography (No. 115333),

was purchased from Merck KGaA (Darmstadt, Germany).

FITC fluorescein-iso-thiocyanate (FITC)-labeled dextrane was

obtained from Fluka (70 kDa: No. 46945, FITC:Glucose ¼
1:250). Unlabeled dextrane 70 kDa No. A1847 was obtained

from AppliChem (Darmstadt, Germany). The hydrodynamic

radius was determined to be Rh ¼ 7.4 � 0.5 nm.

2.2 Sample preparation

A stock solution of 3.5 � 10�7 g/l FITC-dextrane 70 kDa in

LichroSolv water was prepared. Samples containing unlabeled

70 kDa dextranes were prepared by solving dried unlabeled

dextrane powder in stock solution. Reported concentrations of

composite solutions are always cumulative concentrations of

labeled and unlabeled dextranes.

2.3 Instruments

Viscosity of dextrane solutions was determined with a Lauda

PVS viscosity system, equipped with a micro Ubbelode capillary

No. 1011219 and a temperature controlled water bath.

Dynamic light scattering (DLS) measurements were per-

formed on a standard ALV 5000 system, equipped with a laser of
This journal is ª The Royal Society of Chemistry 2009
633 nm wavelength. Scattering intensity was detected at angles of

60�, 90�, and 120�, respectively, and the hydrodynamic radius

was calculated with a second order cumulant fit using the Stokes–

Einstein relation. The measurement system was equipped with

a temperature controlled water bath giving a precision in sample

temperature stabilization of � 0.2 K.

2fFCS experiments were performed on a modified Micro-

Time200 (PicoQuant Berlin, Germany). Modification and cali-

bration are described in detail in ref. 21 and 22. The setup was

equipped with two identical, linearly polarized pulsed laser

sources at 470 nm wavelength (LDH-P-C-470B, PicoQuant,

Berlin, Germany). To discriminate backscattered excitation light

from fluorescence, a major triple band dichroic z470/532/638rpc

(AHF-Anaysentechnik, T€ubingen, Germany), was inserted into

the detection optical path. The temperature was controlled by

a homemade temperature regulator.23 The absolute accuracy of

temperature in the confocal volume was�0.1 Kwith a precession

of �0.05 K. The sample stayed in sealed sample cells to prevent

solvent evaporation.24 For longtime measurements, the micro-

scope was equipped with an automatic immersion water supply.
3 Theory

3.1 Calculation of molecule detection function (MDF)

In FCS experiments a collimatedGaussian excitation laser beam is

focused through a high N. A. microscope objective and the excited

fluorescence is collected by the same objective (epi-fluorescence

setup). Thus, the calculation of the molecule detection function

proceeds in two steps: first the excitation intensity profile is

calculated and second, the light collection efficiency function

(CEF) is computed. For fast rotating molecules, where rotational

diffusion is much faster than the fluorescence decay time, or for

homogeneously labeled beads, theMDF is satisfactorily described

by the product of the CEF with the excitation intensity profile.

The main difference between the MDF and the conventional

point spread function (PSF) is that the MDF takes also into

account optical saturation of a dye as well as a potential coupling

between its excitation and emission dipole orientation, for

a theoretical discussion see ref. 19 and also ref. 17. Although all

of the effects discussed here for the MDF are equally applicable

to the PSF as used in conventional imaging confocal microscopy,

the latter is usually much less sensitive to small deformations of

the PSF than FCS is.

Fluorescing molecules are assumed to be electric dipole

absorbers and emitters. Following the fundamental work of

Richards and Wolf,25,26 the excitation intensity distribution Iex(r)

is calculated by expanding the electric field in sample space into

a superposition of plane waves. This plane wave representation is

ideally suited to take into account aberrations introduced by

planar layers of different refractive index between the front lens

of the objective and the focal spot, as is the case of coverslide

thickness deviations or refractive index mismatch between

sample solution and objective’s immersion medium. The

computational details of such calculations are presented in

several publications, see ref. 19 and 27–33.

To calculate the CEF, which is proportional to the probability

distribution for detecting a fluorescence photon from a given posi-

tion r, one calculates thePoynting energy flux34 through the confocal
Soft Matter, 2009, 5, 1358–1366 | 1359



aperture as generated by amolecule at a given position and averages

this energy flux over all the molecule’s possible orientations. Details

for these calculations can be found in ref. 19 and 35–38.

Under ideal, aberration-free conditions, the MDF Uðr/Þ can
be perfectly approximated by a modified Gauss–Lorentz profile

as given by18

Uðr/Þ ¼ kðzÞ
w2ðzÞ exp

�
� 2
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where lex and lem are excitation and center emission wavelengths,

n is the sample refractive index, a is the confocal pinhole radius.

The robustness of 2fFCS against the different optical pecu-

liarities such as coverslide thickness, sample refractive index, or

optical saturation was extensively studied in ref. 17 by exact

modeling of 2fFCS experiments for a large range of different

experimental parameters. It should be mentioned that deviation

of the coverslide thickness from its design value as well as devi-

ation of the sample refractive index from the value of the

immersion medium introduce very similar optical aberrations.

Robustness of 2fFCS against the latter was experimentally shown

already in the original 2fFCS publication of ref. 18. Robustness of

2fFCS against optical saturation, the most disturbing problem in

conventional FCS, was experimentally shown in ref. 39.
3.2 Single-focus ACF calculation

The calculation of ACF, g(s), is equivalent to determining the

probability of detecting a photon at time t + s if there had been

a photon detection event at time t. It was shown in detail in ref.

19, that the ACF can be calculated from the MDF as
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and the following abbreviations have been used: D is the diffusion

coefficient of the diffusingmolecules, c is their concentration, dm, n is

Kronecker’s symbol being unity form¼ n and zero otherwise, and

Jm denotes Bessel functions of the first kind. The integrations in the

above equations have to be done numerically. Because the MDF

falls off rapidly to zero when moving away from the focus center,

the integrations converge rather quickly to a final value when

numerically integrating over larger and larger values of r and z.

In the present contribution, we study the impact of focus

position, excitation wavelength, and size of confocal aperture on

an single-focus FCS measurement. Furthermore, we consider the

influence of instrumental parameters such as objective magnifi-

cation, diameter of excitation beam and focal length of the tube

lens. This is done by calculating the ACF (eqn 4 + 5) from the

wave-optically calculated MDF as explained above.

The apparent diffusion times s, which we define as inflection

point of the ACF, were determined by comparing the calculated

ACFs at various refractive indices with the ideal ACF (with

apparent diffusion time s0) under ideal optical conditions at nD¼
1.333 (see also ref. 20). This allows the calculation of the ratio of

diffusion times, s/s0, which is equal to the ratio D/D0 of the

diffusion coefficients.
3.3 Dual-focus FCS fitting

As we have shown in previous publications,18–20 diffusion coef-

ficients obtained from single-focus FCS show a strong depen-

dency on refractive index mismatch. To overcome the pitfalls of

single-focus FCS, we have developed the novel technique of dual-

focus FCS (2fFCS). The core idea is to introduce an external

length scale into a FCS measurement. Two laterally shifted but

overlapping foci with well known and fixed distance are created

as described in ref. 18. Although optical aberrations may distort

the shape of the MDF of each focus, the center distance between

them and thus the intrinsic ruler used for the diffusion coefficient

calculation is not changed by these effects, in contrast to single-

focus FCS, where the diffusion coefficient is referenced to the size

and shape of the MDF.40–43

For obtaining an absolute value of a diffusion coefficient from

a 2fFCS measurement, it is assumed that the MDF of each focus

is well described by the model of eqn 1. Then the ACFs and CCF

are given by the general expression

gðtÞ ¼ gNðdÞ þ 23132c

ffiffiffiffiffiffi
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which has to be evaluated numerically. Here, d is the lateral

distance between the foci, 31 and 32 are factors proportional to

the overall excitation intensity and detection efficiency in each

laser, c is the concentration of fluorescent molecules and D is the

diffusion coefficient. To calculate the ACF of each focus, one has

to set d ¼ 0 and to replace 3132 by either 31
2 or 32

2, respectively.
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Fitting of experimental data is done simultaneously for ACFs,

which are identical in shape, and CCF to have as fit parameters

31
ffiffiffi
c

p
, 32

ffiffiffi
c

p
and D.

By measuring the ACF for each focus separately as well as the

CCF of the fluorescence between both foci and fitting both the

ACFs and CCF globally with model eqn 6 allows the extraction

of absolute values of the diffusion coefficient without any further

calibration. The hydrodynamic radius Rh is then calculated from

the obtained diffusion coefficient by the well known Stokes–

Einstein equation:

Rh ¼
kT

6phD
(7)

It is important to note that the model eqn 1 will not be, in

general, an exact description of the real MDF, especially when

large aberrations are present. But the resulting generic function

eqn 6 for the ACF/CCF still yields accurate results for

the diffusion coefficient, as was shown in several previous

publications.18–20,22
Fig. 1 Calculation of the molecule detection function for different focus

positions (from left to right) at 50 mm, 100 mm, 150 mm and 200 mm and

different refractive indexes (from top to bottom) at nD¼ 1.333, nD¼ 1.350,

nD ¼ 1.375 and nD ¼ 1.450. Iso-surfaces are shown where MDF has fallen

off to 1/e, 1/e2 and 1/e3 of its maximum value at the focus center. All

indicated numbers on axis aremm.The iso-surfaces are calculated forwater

immersion objective, corrected for immersion liquid with nD ¼ 1.333.
4 Results and discussion

4.1 Influence of refractive index mismatch on single-focus FCS

In FCS measurements, a collimated laser beam is focused

through an objective with high numerical aperture (NA ¼ 1.2)

into the sample solution. Focusing as well as detection will be

optimal (aberration-free) only if the refractive index of the

objective’s immersion medium and that of the sample solution

are equal. For water immersion objectives, perfect focusing and

imaging is thus achieved only when measuring in pure water

solutions with a refractive index of nD ¼ 1.333.

In experiments with refractive index mismatch, the apparent

diffusion time is influenced by focus position. In Fig 1, we display

iso-surfaces where the MDF has fallen off to 1/e, 1/e2 and 1/e3

from its maximum value at the focus center, for various focus

positions and sample refractive indices. Calculation parameters

are lex ¼ 530 nm, lem ¼ 570 nm, confocal aperture diameter

200 mm, 10 mm excitation beam diameter, 180 mm focal distance

of tube lens, and 60� objective magnification.

The indicated position is the nominal focus position under

aberration-free conditions, the additional shift as seen in the

figures is caused by the refractive index mismatch. It is important

to note, that the MDF strongly increases in size with higher

refractive indices. For a focus position of 200 mm and nD ¼ 1.450,

the MDF has a length of nearly 20 mm.

The variation of the refractive index between nD ¼ 1.333 and

nD ¼ 1.45, covers the typical range of crowding agent concen-

trations and also the refractive index range of FCSmeasurements

in most organic solvents. The apparent diffusion times are

calculated by computing the time shift between the ACFs for

different refractive indices and the ACF for nD ¼ 1.333. The

black line refers to the same parameter set and is presented in

each plot in Fig. 2 and 3 to compare variations of the presented

parameters.

Another important parameter of the optical setup is the

numerical aperture of the objective. In the practice of FCS, one

always uses objectives with maximum possible aperture for
This journal is ª The Royal Society of Chemistry 2009
maximizing the light collection efficiency of the setup. The effect

of excitation laser beam radius, i.e. the effect of the effective

aperture used in laser focusing, was extensively studied in ref. 17.
Soft Matter, 2009, 5, 1358–1366 | 1361



Fig. 2 Influence of experimental parameters [(a) focus position in the

sample, (b) excitation wave length, (c) size of confocal aperture] due to

the refractive index dependency of the apparent diffusion time. Simula-

tion parameters if not indicated: focus position ¼ 100 mm, lex ¼ 530 nm,

lem ¼ lex + 40 nm, confocal aperture ¼ 50 mm, objective magnification¼
60�, excitation beam diameter ¼ 10 mm and tube lens focal distance ¼
180 mm.

Fig. 3 Influence of instrumental design parameters [(a) objective

magnification, (b) diameter of excitation beam, (c) focal distance of tube

lens] due to the refractive index dependency of the apparent diffusion

time. Simulation parameters if not indicated: focus position¼ 100 mm, lex
¼ 530 nm, lem ¼ lex + 40 nm, confocal aperture ¼ 50 mm, objective

magnification ¼ 60�, excitation beam diameter ¼ 10 mm and tube lens

focal distance ¼ 180 mm.
4.1.1 Experimental parameters. To calculate apparent diffu-

sion times, displayed as straight black lines in Fig. 2 and 3,

we consider the following parameter values: focus position ¼
100 mm, lex ¼ 530 nm, lem ¼ lex + 40 nm, confocal aperture ¼
50 mm, objective magnification ¼ 60�, excitation beam diameter

¼ 10 mm and tube lens focal distance ¼ 180 mm.

The focus position in the sample was measured from the

sample side of the cover slip surface, by moving the objective

towards the sample by the indicated distance. Please note that

the actual focus position is farther away from the cover slip

surface than what would be expected from the positioning of the
1362 | Soft Matter, 2009, 5, 1358–1366
objective. The additional displacement, due to refractive index

mismatch, is not obviously visible for the experimenter. There-

fore we indicate the shift of the objective.

The maximum possible distance of the focus from the cover

slip surface depends on the objective magnification and is on the

order of 200 mm. Larger objective magnification decreases this

range, therefore 100 mm was selected as the standard parameter

for our calculations.

The excitation wavelength was chosen to be in the middle of

the visible spectra, lex ¼ 530 nm and the emission wavelength

was set to lem ¼ 570 nm. For conventional single-focus FCS on

a MT200 setup, a confocal aperture with a typical diameter of
This journal is ª The Royal Society of Chemistry 2009



Fig. 4 Molecular crowing in 70 kDa dextrane–dextrane system. (a)

Refractive index and dynamic viscosity. (b) Single-focus FCS data eval-

uation with out any further correction. Diffusion coefficients are refer-

enced against Rhodamine 6G diffusion coefficient 2.80 � 106 cm2/s in

water at 25.0 �C, as used in most publications. (c) Self diffusion coeffi-

cient DL
c obtained from single-focus FCS data evaluation, versus

dynamic viscosity h of 70 kDa FITC dextrane–dextrane system. For the

experiments, a water immersion objective, which is corrected for

immersion liquid with nD ¼ 1.333, is used.
50 mm is used as standard parameter for simulations. In all plots,

dashed lines indicate parameter values larger and dotted lines

values smaller that those of the reference indicated by the straight

black line.

In Fig. 2a, the focus position was varied between 10 mm and

200 mmwhich is the typical range for FCS experiments. As can be

seen in the plot, this parameter has the strongest influence on

the apparent diffusion times. Unfortunately, this parameter is the

value which is most easily misaligned by the experimenter during

sample change. Therefore, positioning the sample with an

accuracy better than �1 mm is strongly recommended, as

described, for example, in ref. 24.

Fig. 2b shows the wavelength dependency. We consider

a constant Stokes shift of 40 nm between excitation and emission

wavelength. The examined range covers the whole visible range,

so our results are applicable for nearly all fluorescent dyes. The

type of fluorescent dye is typically not changed during a series of

experiments, but for optimizing experimental conditions, it is

noted that dyes with longer excitation wavelengths lead to

smaller refractive index dependencies of apparent diffusion time.

Fig. 2c presents results for the diameter of the confocal aper-

ture, varied between 25 mm and 200 mm. In a number of

commercial FCS instruments, the diameter of the confocal

aperture can be tuned by the experimenter. Sometimes this

parameter is used to increase the sensitivity of the instrument,

because a bigger aperture allows for the passage of more

photons. We assume that the confocal aperture is not changed

during one series of crowding experiments. In what follows, we

consider only the general influence of the confocal aperture

diameter. This parameter has a strong influence on the size and

volume of the confocal detection region. Smaller apertures lead

to a smaller detection volume, which is typically desired in FCS

experiments. Remarkably, a smaller confocal aperture decreases

the refractive index dependent effects in the measurements.

4.1.2 Instrumental parameters. In this section, we focus on

the design parameters of a conventional FCS instruments.

In Fig. 3a the influence of different objective magnifications is

presented. As can be seen, the difference between objectives with

amagnification larger than 30� has onlyminor influence, because

at this magnification one already operates at the diffraction limit.

In general, higher objective magnifications lead to smaller

confocal volumes, as usually desired in confocal experiments, but

application of objective magnifications larger than 60� are not

leading to better results, due to the diffraction limit.

The influence of the excitation beam diameter is shown in

Fig. 3b, investigated over a range from 2 mm to 20 mm. Smaller

excitation beam diameters lead to imperfect focusing. As presented

in the plot, the diffraction limit is reached for a beam diameter

larger than 12 mm. The excitation beam diameter has a direct

influence on theMDF size. Smaller excitation beamdiameters lead

to bigger MDF sizes. This parameter is used to make the experi-

ment less sensitive for deviations caused by refractive index

mismatch, but at the cost of a small detection volume.

The last evaluated parameter is the focal length of the tube

lens. Most commercial systems use setups with a microscope

from one of the manufactures Zeiss (focal length 164.5 mm),

Olympus (focal length 180 mm), Leica or Nikon (focal length

200 mm). As can be seen in Fig. 3c, the focal distance of the tube
This journal is ª The Royal Society of Chemistry 2009
lens has nearly no influence on the artifacts induced by refractive

index mismatch. Therefore, this parameter provides no margin to

improve the system performance.
4.2 Molecular crowding of dextrane in dextrane system

Dextranes are often used as crowding agents as well as tracers to

investigate local viscosity in biological systems due to the biocom-

patibility of these molecules. Typically, the unlabeled dextrane is

used as crowding agent and FITC labeled dextrane as the tracer

molecule. The same size of crowding agent and tracer molecule

enables the investigation of the self-diffusion of the dextranes.

To characterize crowding, refractive index and viscosity were

studied as shown in Fig. 4 a. The refractive index shows a linear
Soft Matter, 2009, 5, 1358–1366 | 1363



Fig. 5 Molecular crowing in 70 kDa dextrane–dextrane system. (a)

Typical 2fFCS measurement of 70 kDa FITC-dextrane, correlation

functions evaluated with eqn 6. (b) Comparison of 2fFCS and DLS

results shows good agreement on low sample concentrations between

both methods. (c) Self diffusion coefficientDL
c versus dynamic viscosity h

of 70 kDa FITC dextrane–dextrane system. Dotted lines indicates 2fFCS

accuracy of �5%. For the experiments, a water immersion objective,

which is corrected for immersion liquid with nD ¼ 1.333, is used. Please

notice the different scales of the plots in Fig. 4 and Fig. 5.
behavior over the studied concentration range, where the

refractive index for the highest concentration (c ¼ 56 g/l) was

determined as n25.0
�C

D ¼ 1.341. The viscosity shows an exponential

behavior with a dynamic viscosity of h25.0 �C ¼ 2.812 � 10�3 Pas

at a concentration of c ¼ 56 g/l.

To study the self-diffusion in a crowded environment we

performed 2fFCS experiments. We evaluated also the ACFs with

a single-focus FCS data evaluation where we used the two ACFs

from the two foci of the 2fFCS measurements as two simulta-

neous single-focus FCS experiments.

FCS probes the diffusion on a length scale that is much longer

as compared to the size of the crowding agent and the correlation

length of the solution. Therefore we assume that one has a linear

relation between mean-square displacement of a particle and

time. In principle, by repeating the same 2fFCS measurement

with different interfocal distances, it could be possible to discern

deviations form that behaviour, which would manifest itself in

measuring different diffusion coefficients for different interfocal

distances. However, this goes far beyond the scope of the present

paper.

4.2.1 Single-focus FCS evaluation. Single-focus FCS evalua-

tion is prone to a large number of possible artifacts, especially

those induced by refractive index mismatch. In single-focus FCS

measurements, the shape parameter of the MDF and the effec-

tive detection volume Veff have to be determined by calibration

measurements. Typically, this calibration is performed at the

beginning of the experiments. For conventional FCS experi-

ments, the length to diameter ratio k of the MDF has to be

determined by a z-scanning of a point-like fluorescence emitter.

This is normally done with fluorescent latex particles with

diameter of approx. 100 nm, immobilized on the surface of

a cover glass. As shown in the preceding theoretical section, this

leads to the first problem, because k depends strongly on the

refractive index as shown in Fig. 1.

Next, Veff has to be determined by measuring a known diffu-

sion standard like Rhodamine 6G and adjusting the value forVeff

to fit the calculated diffusion coefficient to that of the reference.

As pointed out in ref. 44, the diffusion coefficient of Rhodamine

6G is D25.0 �C
Rh ¼ 4.14 � 0.05 � 10�6 cm2/s which differs from the

often used value D25.0 �C
Rh ¼ 2.80 � 0.7 � 10�6 cm2/s. To be

comparable with the ‘‘standard procedure’’ of FCS data evalu-

ation, we used the ‘‘old’’ value for Rhodamine 6G of D25.0 �C
Rh ¼

2.80 � 10�6 cm2/s as published in ref. 43.

To calculate the values of diffusion coefficients, as presented in

Fig. 4b, the ‘‘conventional’’ diffusion model presented in ref. 40–

43 for single species diffusion without triplet state dynamics is

used. Each concentration was measured five times with the

2fFCS setup, leading to ten ACFs. The indicated error bars are

the standard deviations of the ten ACFs per concentration. As

can be seen, the error bars show deviations, that are larger than

those expected from only the presence of a crowded environ-

ment. The comparison between the diffusion coefficient and the

viscosity, as presented in Fig. 4b, cannot be further evaluated,

because the data do not show any systematic trend, when taking

into account the large error bars.

4.2.2 2fFCS evaluation. The same 2fFCS dataset is evaluated

with the 2fFCS model. Typical correlation functions and the
1364 | Soft Matter, 2009, 5, 1358–1366
fitted model, eqn 6, are presented in Fig. 5a. 2fFCS enables

measurement from concentrations close to the limit of infinite

dilution (to determine the hydrodynamic radii (Rh) where inter-

molecular interaction of molecules can be neglected), up to

concentrations where molecular interaction is observed, namely

over a concentration range of eight orders of magnitude. It is

interesting to notice, that the standard deviation, as derived from

five ACF-pairs, is much smaller than that shown in Fig. 4b.

At lowest sample concentration (c ¼ 3.5 � 10�7 g/l), 2fFCS

yields diffusion coefficients for the 70 kDa FITC-dextranes ofD25.0

�C¼ 3.31� 0.21� 10�7 cm2/s corresponding toRh¼ 7.4� 0.5 nm.
This journal is ª The Royal Society of Chemistry 2009



This is in good agreement with literature45 and with the results

observed by Arrio-Dupont et al.,46 where FITC dextrane with

average molecular weight of 71.2 kDa was investigated by fluo-

rescence recovery after photo bleaching (FRAP). There, the

diffusion coefficient for 71.2 kDa FITC-dextrane was determined

to be D25.0 �C ¼ 3.0 � 0.2 � 10�7 cm2/s corresponding to a Rh ¼
7.15 � 0.5 nm.

The overlap concentration is estimated according to eqn 8

c* ¼ 3M

4pR3
hNA

(8)

and determined to be (c* z 60 � 10 g/l). For sample concen-

trations close to the overlap concentration c*, 2fFCS shows

a decrease and DLS an increase of the diffusion coefficient. DLS

integrates concentration fluctuations over a large molecule

ensemble. The resulting diffusion coefficient at larger sample

concentrations is therefore related to the short-time collective

diffusion coefficient Ds
c. Due to the low scattering intensity, it is

not possible to measure the diffusion coefficient of samples with c

< 0.35 g/l by means of DLS. The interaction between dextrane

molecules becomes more pronounced with increasing concen-

tration, leading to an increase of the collective diffusion coeffi-

cientDs
c, and a slow-down of tracer diffusionDL

c as measured by

2fFCS.

In Fig. 5c , the evaluation of the self diffusion coefficient DL
c

versus dynamic viscosity h is presented. For a double logarithmic

scaling, the relation between DL
c and h is linear. As expected

from eqn 7, the data agree well with a linear relationship of slope

¼ �1.

In recent publications, Verkman and co-workers have

demonstrated that a system does not show anomalous diffusion

behavior if crowding agent and tracer have similar size.13,47

Verkman studied various systems, containing labeled dextranes,

DNA, albumin and nanospheres as tracer, and Ficoll 70, glyc-

erol, albumin, and dextranes as crowding agents. Our data also

reveal that crowding slows down the diffusion of solutes in

aqueous phase compartments without leading to anomalous

diffusion. The diffusion of the tracer depends only on the

macroscopic viscosity, without any anomalous diffusion contri-

bution. In contrast to published results by Verkman and co-

workers, the 2fFCS technique allows studying the transition

region more precisely. The presented data by Dauty and Verk-

man13 comprises crowding agent concentrations from 0 wt% to

20 wt% and we have studied concentrations from 0 wt% to 5.5

wt% in small increments. The diffusion coefficient of the tracer is

slowed down by the crowding agent, however the calculated

tracer diffusion coefficient is also influenced by the refractive

index mismatch as shown in Fig. 2 and Fig. 3. As can be seen

from theoretical calculations in Fig. 2 and Fig. 3 the impact of

refractive index mismatch has a non dependence on the refractive

index and therefore on the concentration of the crowding agent.

This leads to the conclusion, that conventional single FCS

experiments show the effect of molecular crowding in experi-

ments with a wide concentration range of crowding agent, where

the measured diffusion coefficient is mainly dominated by the

crowding agent. The systematic measurement error, the effect of

refractive index mismatch, is within the accuracy of the single

focus FCS technique. The 2fFCS technique is robust against

systematic error of refractive index mismatch and offers the
This journal is ª The Royal Society of Chemistry 2009
possibility of studying crowding also in the transition region

between unhindered and hindered diffusion, where the effect of

refractive index mismatch is dominating the measured diffusion

coefficient.
5 Conclusions

For highly accurate diffusion measurements over the transition

region from free to hindered diffusion, conventional FCS reaches

its limits, yielding incorrect values for the measured diffusion

coefficient. This is mostly due to the refractive index mismatch

between the refractive indices of the sample and the refractive index

of the immersion liquid. In contrast to standard single focus FCS

experiments, the novel technique of 2fFCS provides amuch higher

accuracy of measured diffusion coefficients and is additionally

robust against detrimental effects of refractive index mismatch.

We presented wave-optical calculations of the molecule

detection function, which are then used to investigate the influ-

ence of various experimental parameters on the outcome of FCS

measurements. The studied parameters have been: focus posi-

tion, wavelength and confocal aperture size, objective magnifi-

cation, excitation beam diameter, and focal distance of tube lens.

2fFCS is rather immune to the manifold problems of

conventional FCS and is capable of absolutely measuring

diffusion coefficients in samples with refractive index mismatch

without further calibration. This is demonstrated by studying the

transition range of a 70 kDa dextrane–dextrane system as an

example for self-diffusion of dextranes in a crowded environ-

ment. 2fFCS results are compared with short time collective

diffusion coefficients gained by DLS experiments. For diluted

samples, 2fFCS and DLS show equal results, but 2fFCS is

capable to measure at seven orders of magnitude lower concen-

trations than DLS. The comparison of the diffusion coefficient

obtained by 2fFCS versus experimental values from viscosity

measurement, shows a linear dependency with a slope ¼ �1

according to the Stokes–Einstein equation. For our 70 kDa

dextrane–dextrane system, where the tracer and the crowding

agent have similar size, we expect non-anomalous diffusion

behavior as demonstrated by Verkman and co-workers.13,47

The results demonstrate that 2fFCS is an excellent tool to

probe quantitatively the diffusion of tracer molecules in complex

fluids and is also able to study the transition from free- to

hindered diffusion in crowded systems.
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