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Time-correlated single photon counting is a powerful method for sensitive time-resolved
fluorescence measurements down to the single molecule level. The method is based on the precisely
timed registration of single photons of a fluorescence signal. Historically, its primary goal was the
determination of fluorescence lifetimes upon optical excitation by a short light pulse. This goal is
still important today and therefore has a strong influence on instrument design. However,
modifications and extensions of the early designs allow for the recovery of much more information
from the detected photons and enable entirely new applications. Here, we present a new instrument
that captures single photon events on multiple synchronized channels with picosecond resolution
and over virtually unlimited time spans. This is achieved by means of crystal-locked time digitizers
with high resolution and very short dead time. Subsequent event processing in programmable logic
permits classical histogramming as well as time tagging of individual photons and their streaming
to the host computer. Through the latter, any algorithms and methods for the analysis of fluorescence
dynamics can be implemented either in real time or offline. Instrument test results from single
molecule applications will be presented. © 2007 American Institute of Physics.
�DOI: 10.1063/1.2715948�

I. INTRODUCTION

In a classical time-correlated single photon counting
�TCSPC� experiment, a sample containing luminescent enti-
ties �e.g., fluorescent dye molecules, quantum dots, or beads�
is periodically excited by light pulses. The duration of the
excitation has to be much shorter than the lifetime of the
emission process, and excitation intensity is tuned to guaran-
tee single photon resolved light detection by a suitable de-
tector. For each detection event, the TCSPC electronics mea-
sures the time lag between excitation pulse and emission
photon.1 Figures of merit for TCSPC electronics are the
precision of the time measurement and the duration of the
data processing resulting in the dead time of the electronics,
during which processing of further detection events is impos-
sible.

In early applications of TCSPC the only objective was
the collection of decay curves and the instrument response
function �IRF� for calibration or decay deconvolution. There-
fore, immediate hardware-based histogramming of the start-
stop times was a natural choice for efficient data handling. In
that case, one uses only the time between excitation pulse
and subsequent photon emission.

It was soon realized that other aspects of the photon
arrival times were of equally great value in the context of
single molecule fluorescence detection and spectroscopy. For
instance, in single molecule experiments in flow capillaries,
an important option is to identify the molecules passing
through the detection volume based on their fluorescence
lifetime. Each molecule transit is detected as a burst of fluo-
rescence photons. Each time such a transit is detected its
fluorescence decay time has to be determined.2 Also in
the area of single molecule detection and spectroscopy, pho-
ton coincidence correlation techniques were adopted to ob-
serve antibunching effects that can be used to determine the
number of observed emitters as well as the fluorescence
lifetime.

Another important method that makes use of temporal
photon density fluctuations over a wider time range is fluo-
rescence correlation spectroscopy �FCS�. From the fluores-
cence intensity fluctuations of molecules diffusing through a
confocal volume, one can obtain information about the dif-
fusion constant and the number of molecules in the observed
volume.3 This allows sensitive fluorescence assays based on
molecule mobility and colocalization, applicable under na-
tive conditions and on minute sample volumes. Due to the
small numbers of molecules, the photon count rates in FCS
are fairly small. Therefore the only practical way of collect-
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ing the data is by means of single photon counting. In order
to obtain the time resolution of interest for the diffusion pro-
cesses, counting with microsecond resolution is required.
Hardware correlators for FCS can be implemented very effi-
ciently and recent designs are widely used.4 However, these
instruments are dedicated to correlation with nanosecond
resolution at best and cannot perform picosecond TCSPC.

The requirements of these analytical techniques based on
single photon count data have much in common. Indeed, all
of them can be implemented with the same experimental
setup and are based on photon arrival times. A first step
towards unified instrumentation for this purpose was a modi-
fication of classical TCSPC electronics. The start-stop timing
circuitry is used as previously, providing the required pico-
second resolution for TCSPC. In order to maintain the infor-
mation embedded in the temporal patterns of photon arrivals
the events are stored as separate records. In addition to that,
a coarser timing �time tagging� is performed on each photon
event with respect to the start of the experiment. This is
called the time-tagged time-resolved �TTTR� data
collection.5 In this scenario the different time scales are pro-
cessed and used rather independently. However, it is of great
interest to obtain high resolution timing on the overall scale,
i.e., combining coarse and fine timings into one global ar-
rival time figure per event, with picosecond resolution. In a
most generic approach, without implicit assumptions on start
and stop events, one would ideally just collect precise time
stamps of all events of interest �excitation, emission, or oth-
ers� with the highest possible throughput and temporal reso-
lution, and then perform the desired analysis on the original
event times. Ideally this would be done on independent chan-
nels, so that between channels even dead-time effects can be
eliminated. Here we present such an instrument. It enables
temporal analysis from picosecond to second time scale,
thereby covering almost all dynamic effects of the photo-
physics of fluorescing molecules. At the same time it can be
used for all conventional histogramming applications.

II. INSTRUMENT

A. TDC based TCSPC electronics

The actual time difference measurement in TCSPC is
done by means of fast electronics which provide a digital
timing result. Depending on requirements such as time reso-
lution and throughput there are several solutions for this.
Slow �i.e., microsecond� fluorescence or luminescence pro-
cesses may be recorded with resolutions of a few nanosec-
onds or more. In such cases digital counters are very conve-
nient for the timing and, if designed well, may even be free
of dead time. However, substantially higher time resolution
demands exist in most fluorescence lifetime measurements
with organic dyes of practical importance in biochemical
fluorescent labeling. Here the required resolutions are on the
order of a few picoseconds. The historically most common
timing solution is the combination of time to amplitude con-
verters �TACs� and analog to digital converters �ADCs� al-
lowing time bin widths down to less than a picosecond. TAC
and ADC are essentially a stopwatch suitable for short term
measurements at high resolution but not suited to obtain tim-

ing information on multiple events across the whole experi-
ment of many excitation/emission cycles. This is a limitation
for advanced analysis of fluorescence dynamics or other ap-
plications in quantum physics. However, the timing today
can be carried out by a dedicated timing circuit, a so-called
time to digital converter �TDC�. A review on the various
implementations is given by Kalisz.6 Recently TDCs are ap-
proaching a resolution of 1 ps, while providing a crystal-
locked calibration. Most TDCs can operate repeatedly and
continuously on multiple events. They also can measure vir-
tually unlimited time differences by means of digital
counters �coarse scale� and interpolation on a picosecond
scale. In order to keep the picosecond interpolator perma-
nently calibrated it is usually tied to the coarse clock crystal
oscillator through a control loop. This concept permits ex-
ceptionally small, compact, and affordable TCSPC solutions,
as the circuits can be implemented as hybrid chips or appli-
cation specific integrated circuits �ASICs� at relatively low
cost, low power consumption, and high reliability.

B. Specific instrument design

The chosen TDC design offers a resolution of 4 ps and a
dead time of 90 ns. As opposed to the conventional start-stop
measurement, the instrument has two independent time digi-
tizers. In the instrument’s histogramming mode, they can be
used for start-stop measurements as usual, while the start-
stop time differences are calculated in a programmable hard-
ware and then passed to the histogrammer or other process-
ing. Figure 1 shows a block diagram of the instrument. Both
inputs have a constant fraction discriminator �CFD� in order
to handle fluctuating pulse heights. A divider in channel 0
can be used if high sync frequencies are present. Otherwise it
is bypassed �see also sec. II C�. The two TDCs are locked to
the same crystal clock, so that their time measurements are
always synchronized and equally calibrated. The event tim-
ings may be regarded as precise �picosecond� wall clock
readings. Therefore, the subtraction or comparison of event
times is valid within and across the channels. Due to the
TDC based time measurement, the time difference between
events �e.g., start and stop� can be arbitrarily long, while still
being determined at the full resolution. Relative error is de-
termined only by the crystal characteristics. Only due to
practical limits of the histogram storage the histogramming
mode is limited to 65 535 time bins. The bin width can also
be increased �binary multiples of the 4 ps base resolution� in
order to increase the overall time span �here maximum of
32 �s�. Since the dead time is acting only within each chan-
nel, at slow excitation rates the histogrammer can process
multiple photons per excitation/emission cycle. Hence, it can

FIG. 1. Block diagram of the instrument. The control paths are not shown.
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collect data much more efficiently than a TAC based system
which always needs to wait for the next stop �sync� event.
Another interesting feature resulting from this approach is
that the histogram can be collected at the full resolution, but
with an arbitrary offset. This is similar to employing a bias in
TAC based systems but allows much larger shifts �here maxi-
mum of 100 �s�. This is of particular interest in ranging and
time of flight applications.

The system is to a large extent implemented in a field
programmable gate array �FPGA�. In addition to conven-
tional histogramming, the FPGA design provides two time
tagging measurement modes that allow for capturing event
arrival timing with picosecond resolution on a “global” labo-
ratory time scale. As outlined earlier, the concept of two
independent TDCs is especially powerful in continuous data
collection of individual events for more detailed analysis be-
yond TCSPC histogramming.

C. Time tagging data acquisition modes

1. T2 mode

The difference of the two time tagging modes is prima-
rily in the handling of sync events from, e.g., a pulsed laser.
In T2 mode both signal inputs are functionally identical.
Usually both inputs are used to connect photon detectors.
The divider is bypassed. The events from both channels are
recorded independently and treated equally. In each case an
event record is generated that contains information about the
channel it came from and the arrival time of the event with
respect to the overall measurement start. The timing is re-
corded with 4 ps resolution. Each T2 mode event record con-
sists of 32 bits. There are 4 bits for the channel number and
28 bits for the time tag. If the time tag overflows, a special
overflow marker record is inserted in the data stream, so that
upon processing of the data stream a theoretically infinite
time span can be recovered at full resolution. Autocorrela-
tions can therefore be calculated at the full resolution, but
only starting from lag times larger than the dead time �90 ns
typically�. However, dead times, including those of the de-
tectors, exist only within each channel but not across the two
channels. Therefore, cross correlations can be calculated
down to zero lag time. This allows powerful applications
such as FCS with lag times from picoseconds to hours. In
order to achieve this, previous implementations had to solve
the problem of synchronizing and jointly calibrating two
TAC based instruments as well as correcting for TAC non-
linearities and related artifacts.7

The T2 event records are queued in a first in first out
�FIFO� buffer capable of holding up to 256 000 event
records. The FIFO input is fast enough to accept records at
the full speed of the time digitizers �up to 10
�106 counts/ s each�. This means even during a fast burst
no events will be dropped except those lost in the dead
time anyhow. The FIFO output is continuously read by
the host PC, thereby making room for fresh incoming events.
Even if the average read rate of the host PC is limited, bursts
with much higher rate can be recorded for some time. Only
if the average count rate over a longer period of time ex-
ceeds the readout speed of the PC, a FIFO overrun could

occur. Then the measurement must be aborted because
data integrity cannot be maintained. However, on a modern
PC �2.8 GHz Pentium 4, Windows XP� sustained aver-
age count rates over 5�106 counts/ s were obtained.
This total transfer rate must be shared by the two input
channels. For all practically relevant fluorescence detection
applications the effective rate per channel is more than
sufficient because single photon statistics are the limiting
factor.

2. T3 mode

In T3 mode one input channel is dedicated to a sync
signal. As far as the experimental setup is concerned, this is
similar to TCSPC histogramming mode. The main objective
is to allow high sync rates from mode locked lasers �up to
85 MHz� which could not be handled in T2 mode due to
dead time. Accommodating the high sync rates in T3 mode is
achieved as follows: First, the sync divider is employed �as
in histogramming mode�. This reduces the sync rate so that
the channel dead time is no longer a problem. A divider of
maximum of 8 will allow sync rates as high as 85 MHz. The
sync events that have been divided out will be reconstructed
in subsequent processing. The remaining problem is now that
even with a divider of 8, the sync rate is still too high for
collecting all individual sync events like ordinary T2 mode
events. Considering that sync events are not of primary in-
terest, the solution is to record them only if they arrive in the
context of a photon event on channel 1. The event record is
then composed of two timing figures: �1� the start-stop tim-
ing difference between the photon event and the last sync
event, and �2� the arrival time of the event pair on the overall
experiment time scale �the time tag�. In the original TTTR
mode concept5 the latter was obtained from an independent
asynchronous clock. This made it difficult to combine the
start-stop timing with the time tag or to know the sync period
the event belonged to. Here another approach was chosen.
The time tag is now obtained by counting sync pulses. From
the T3 mode event records it is therefore possible to pre-
cisely determine which sync period a photon event belongs
to. Since the sync period is also known precisely, this fur-
thermore allows reconstructing the arrival time of the photon
with respect to the overall experiment time.

Each T3 mode event record consists of 32 bits. There are
4 bits for the channel number, 12 bits for the start-stop time,
and 16 bits for the sync counter. If the counter overflows,
a special overflow marker record is inserted in the data
stream, so that upon processing of the data stream a theoreti-
cally infinite time span can be recovered. The 12 bits for the
start-stop time difference cover a time span of 4096R, where
R is the chosen resolution. At the highest possible resolution
of 4 ps this results in a span of 16 ns. If the time difference
between the photon and the last sync event is larger, the
photon event cannot be recorded. This is the same as in
histogramming mode, where the number of bins is also finite.
However, by choosing a suitable sync rate and a compatible
resolution R, it is possible to reasonably accommodate all
relevant experiment scenarios. R can be chosen in doubling
steps between 4 and 512 ps. The data transfer uses a FIFO
buffer as in T2 mode. Again, sustained average count rates
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over 5�106 counts/ s are obtained. In T3 mode this total
transfer rate is fully available for input channel 1.

III. EXPERIMENTAL RESULTS

The final implementation of the described TCSPC elec-
tronics �PicoHarp 300, PicoQuant� was used in various mea-
surement modes to verify basic functionality and timing ac-
curacy. The latter was found to be typically 9 ps rms.
Fluorescence lifetimes were routinely obtained in the classic
TCSPC histogramming mode. T3 mode was used to obtain
fluorescence lifetimes and FCS at the same time. Further
results presented here are limited to recording photons from
two detectors in T2 mode �Hanbury-Brown/Twiss configura-
tion�. The confocal microscope setup used for measurements
is shown in Fig. 2. Details were described previously.8 A
pulsed diode laser at �470 nm wavelength �LDH-P-C 470/
PDL 800B, PicoQuant� generating pulses with �70 ps pulse
width and 40 MHz repetition rate or a cw Ar+ laser �Innova
70-5, Coherent� operating at 488 nm was used for excitation.
The light of the laser was passed through a single-mode op-
tical fiber and subsequently collimated to form a beam with
Gaussian beam profile of approximately 2.5 mm beam waist
radius. The beam was spectrally filtered using a narrow-band
excitation filter �475AF20, 488NB3, Omega Optical�. The
beam was then focused through an apochromatic oil-
immersion objective �60�, 14 NA �numerical aperture�,
Olympus� into the sample solution. Fluorescence was col-
lected by the same objective �epifluorescence setup� and then
separated from the excitation light by a dichroic mirror
�505DRLP, Omega Optical�. After passing an additional
bandpass filter �535AF26, Omega Optical�, a tube lens with
180 mm focal length focused it onto a circular pinhole with
100 �m diameter. After the pinhole, the light was split into
two channels and refocused by achromatic lenses �60 mm,

LINOS� onto two single photon avalanche diodes �SPAD�
�SPCM AQR-13, Perkin Elmer�. The detector output signals
were fed to the two timing inputs of the PICOHARP 300. Sub-
sequent software processing of the T2 mode data was done
by cross correlating the signals from the two detectors,
which eliminates dead time and afterpulsing effects. In terms
of the light emitted from the sample this is still an autocor-
relation and results are subsequently referred to as the latter.

The first sample consisted of a dilute solution of com-
mercially available quantum dots �Qdot 525, Quantum Dot
Corp.� in doubly distilled water. For excitation, the pulsed
diode laser was used. The measurement time was 30 min.

Figure 3 shows the autocorrelation function of the pho-
ton data on a linear time scale from −100 to 100 ns. Due to
the pulsed excitation the fluorescence photons are bunched in
distinct time regimes corresponding to the kinetics of the
radiative decay. The spacing of 25 ns of the maxima in the
data reflects the repetition rate �40 MHz� of the excitation
laser. For only few �less than five� emitters on average in the
detection volume one observes a noticeable drop of the cor-
relation for zero lag time due to the impossibility to excite a
molecule that is already in the excited state. Using the ratio
of the amplitudes of the second order correlation function at
zero lag time and at a lag time that corresponds to a multi-
tude of the cycle time of the laser one can derive the number
of fluorescent emitters independent from the number of dif-
fusing particles. This ability opens numerous new applica-
tions in single molecule spectroscopy. The temporal resolu-
tion in the range of a few picoseconds increases the accuracy
of the determination of the amplitude of the zero lag time
amplitude.

Further analysis was done by fitting the data to a model,
which describes the photophysics of the sample.9 The model
shows excellent agreement with the experimental data. One
obtains two lifetimes ��1=18 ns and �2=0.8 ns� for the
mono- and biexcitons respectively. Both values agree per-
fectly with published results.9

Figure 4 shows the autocorrelation function of the same

FIG. 2. �Color online� Sketch of the confocal setup used for experimental
verification.

FIG. 3. �Color online� Qdot 525 high resolution fluorescence autocorrelation
from T2 mode data at 40 MHz pulsed excitation. Solid line: Model fit ac-
cording to the photophysics of the sample.
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data in a time range from 250 ns to 1 s on a logarithmic time
scale. In order to obtain a reasonable fit quality using the
standard FCS model of a three-dimensional Gaussian point-
spread function10 one has to use two additional decay pro-
cesses that describe the photophysics of the emitter. One ob-
tains a diffusion time of 4 ms. The photophysics leads to a
decrease of the average brightness of �30%, mainly due to a
quite slow process �k=1.9/ms�.

In order to demonstrate FCS over the full time range
down to the picosecond scale, another experiment was per-
formed with cw illumination using the Ar+ laser. Excitation
power was �20 �W in the sample. Fluorescence from a
nanomolar aqueous solution of rhodamine 6G �Radiant
Dyes, Germany� was recorded for 30 min. Figure 5 shows
the correlation result from lag times of 4 ps up to 1 s. De-
spite the statistical fluctuations at short lag times, the anti-
bunching dip is clearly visible. The data were fitted using an
extended FCS model, as described by Felekyan et al.7 One
observes excellent agreement. The antibunching term reveals
a fluorescence lifetime of �fl=4.1 ns, which corresponds to
literature values.

IV. DISCUSSION

TDC based photon timing on independent channels
has some striking advantages over the classical TAC based
approach, especially in conjunction with time tagged photon
data collection. The time tagging measurement modes
allow for performing a wide array of measurement tasks.
The concept is without redundancy in the data stream,
but also without any loss of information, like e.g., in im-
mediate histogramming. Virtually all algorithms and meth-
ods for the analysis of fluorescence dynamics can be imple-
mented.

Intensity traces over time, as traditionally obtained from
multichannel scalers �MCSs�, are obtained from T2 or T3
data by evaluating only the time tags of the photon records.

Sequentially stepping through the arrival times, all photons
within the chosen time bins �typically milliseconds� are
counted. This gives access to, e.g., single molecule bursts �in
flow� or to blinking dynamics. The bursts can be further
analyzed by, e.g., histogramming burst height or frequency
analysis. Fluorescence lifetimes can be obtained by histo-
gramming the TCSPC �start-stop� times and fitting of the
resulting histogram.

The strength of the T3 format is best exploited when
both time figures are used together. For instance, one can
first evaluate the MCS trace to identify single molecule
bursts, and then use the TCSPC times within those bursts to
evaluate fluorescence lifetimes. If there are different molecu-
lar species with different fluorescence lifetimes, these can be
used to distinguish them in real time, e.g., in capillary flow
approaches to DNA sequencing or substance screening. Vice
versa, one can employ time gating on the TCSPC time before
evaluating the intensity trace, i.e., one rejects all photons that
do not fall into a time window that is probable to contain
fluorescence photons. This reduces noise from background
and scattered excitation light.

An advantage of offline analysis of time tagged photon
event data is that it can be repeated infinitely with variations
in the analysis approach. A good example is FCS. Traditional
hardware correlators perform an immediate �real-time� data
reduction that does not keep the original data and that pro-
hibits to “slice out” pieces of data generated by sample con-
taminations �e.g., molecule aggregates and dust particles�.
Scatter or strong fluorescence from these contaminations will
immediately “swamp” the obtained correlation function.
Having individual photon records available, one can perform
the correlation by software and select the “good” data, or
data of interest, as required. On modern computers and with
recently developed fast algorithms,11 it is possible to perform
the correlation even in real time. First experiments with the
instrument allowed real-time autocorrelation with 250 tau
data points at count rates up to 300 kHz on a Pentium 4 with
2.8 GHz clock.

FIG. 5. �Color online� Rhodamine 6G full fluorescence autocorrelation from
T2 mode data at cw excitation spanning from 4 ps to 1 s. Solid line: Ex-
tended FCS model fit.

FIG. 4. �Color online� Qdot 525 lower resolution fluorescence autocorrela-
tion from T2 mode data at 40 MHz pulsed excitation. Solid line: FCS model
fit.
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Finally, the ultimate strength in T3 mode based FCS
analysis is again the combination of the two time figures. As
a first useful approach, one can again employ time gating on
the TCSPC time to reject scatter and background noise.12

Furthermore, it has recently been shown that it is possible to
separate different molecular species in a mixture in one
single FCS measurement. By filtering the photon events ac-
cording to their TCSPC time before they enter the correlation
procedure, one can obtain separate FCS curves for each
species.13 A logical step further is cross correlation between
the two species.14

Yet another application of T3 mode is in fluorescence
lifetime imaging �FLIM�, which is a powerful extension
of fluorescence imaging microscopy. In order to perform
FLIM, the spatial origin of the photons must be recorded in
addition to the TCSPC data. Conventional FLIM systems use
a large array of on-board memory to accommodate the large
amount of data generated due to the three-dimensional ma-
trix of pixel coordinates and lifetime histogram channels.
Even with modern memory chips, this approach is limiting
the recordable image size. To solve the problem we previ-
ously extended the TTTR data stream concept to contain
markers for synchronization information from, e.g., a
piezoscanner.15 The same concept, only with more marker
signals, was implemented in the present instrument. This
makes possible to reconstruct two-dimensional �2D� or three-
dimensional �3D� images from the stream of T3 records,
since the position of the scanner can be determined during
data analysis. The data are nearly free of redundancy and
can therefore be transferred in real time, even if the scan
speed is very fast, like, e.g., in laser scanning microscopes
�LSM�.16 The image size is unlimited both in size and in
count depth.

In order to facilitate multiparameter detection such as
multiple wavelengths or polarization states, it is a common
practice to employ detector multiplexing techniques in
TCSPC.17 Due to the inherent single photon statistics this

multiplexing is actually increasing overall efficiency. For the
present instrument such multiplexing devices have been
implemented for up to four detectors, supporting histogram-
ming mode as well as T3 mode.
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