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Preface

This is a script for the course “Logic II” at LM U, Sommersemester 2016.

It is mainly based on Schwichtenberg and Wainer (2012). However, some

concepts not in the textbook are included, most notably invariance under
realizability.

Miinchen, 14. Mai 2016

Helmut Schwichtenberg






Introduction

In this introduction we deal with the basics of formalizing proofs and, via
the Curry-Howard correspondence, analysing their computational structure.

Minimal logic is a system of rules for deriving logical formulas based
just on the two symbols — (implication) and V (for all). Each symbol has
two rules: an introduction rule (=7, V") and an elimination rule (—~, V7).
The rules for implication are

[A]

i M N

B A— B A—f
a5 B

and the rules for universal quantification are

| M | M
A VoA(z) v
VoA VT A Y

These are Gentzen’s (1935) Natural Deduction rules (and there are others
for 3, V and A which we shall come to later). Gentzen’s idea was that
natural deduction rules do indeed reflect the ways in which we construct
logical arguments.

Notice that subderivations of the premises of rules are labelled M, N.
In order to avoid obvious invalid derivations (for example Pz — V, Px), the
rule VT z with conclusion V,A is subject to the following (eigen-)variable
condition: the derivation M of the premise A should not contain any open
(undischarged) assumptions having x as a free variable.

It is clear that derivations need to be started off somewhere, so in ad-
dition we need to introduce assumptions and — as in the implication intro-
duction — allow some assumptions to be closed or discharged in the course
of a derivation. The notation for a discharged assumption A is [4].

Here is a simple example. Assume A, B are formulas and = ¢ FV(A),
the set of variables free in A.

vii



viii INTRODUCTION

V:(A — B)] r
A— B v A%_
_B
vaV:ch
A=VY,B
V(A — B) > A—>V,B

Note that the variable condition is satisfied: z is not free in A (and also not
free in V(A — B)).

It is possible that a derivation makes an unnecessary “detour” — an
elimination immediately following an introduction — and we may want to
remove it. This can be done for implication via

_>+

2 N
| M A
B N | N reduces to M
A B A _
B — B
and for universal quantification via
| M(x)
ﬂ Vo reduces to | M(r)
V. A(x) roo A(r)
A(r) v

Clearly the tree structure of logical derivations of any complexity at all
becomes quite cumbersome, and the availability of some alternative rep-
resentation therefore becomes increasingly important, especially when we
wish to operate on derivations. The Curry-Howard correspondence provides
a neat, computationally inspired alternative. The underlying idea is that if
we have a derivation M (x) of A(z) then any means of (universally) binding
the x should then represent a derivation of V,A(x). The notation chosen
for binding the z is A\, M (x), denoting the function x — M (x). On the side
of — a derivation M of B from some assumptions A, each of which must
now in addition have a label u, is then represented as A\, M (u), denoting the
function u — M (u). This requires the labelling of assumptions so that all
assumptions discharged by an application of —T must have the same label.
For example the unnecessary detour via — will thus be represented as

(AuM(u))N  reduces to M(N).
Similarly the unnecessary detour via V will be represented as

(AgM(z))r reduces to M(r).
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These reductions are instances of what, in lambda calculus terms, is known
as beta reduction and we write

(AuM(u))N =g M(N),
(AeM(z))r =g M(r).

The lambda calculus provides an abstract setting for representing and
computing functions and beta reduction is the main computational mecha-
nism. Now there comes one further detail: we want to be able to move back
and forth from derivations to lambda representations of them and back again
from lambda terms to derivations. For this reason it is necessary to assign
to each lambda term a “type”, which will be the formula whose proof it rep-
resents. The formula type will be written as a superscript. In detail then,
the first beta reduction example above now becomes

()\UM(UA)B)AHBNA 3 M(NA)B

In summary, the Curry-Howard correspondence is completely described by
the Table 1 below.

Suppose that we have extended minimal logic with axioms introducing
the existential quantifier:

It V. (4 — 3, 4), 37:3;A =+ V(A — B) - B (z not free in B).

These now allow us to make computationally meaningful derivations. The
underlying principle is this: suppose one has a derivation of a closed formula
3, A(x) resulting from an existential introduction axiom 3%, i.e., the deriva-
tion (written as a Curry-Howard term) is of the form 3truA(). Then r (the
computational content) is a witness for the existential quantifier, and it may
be read off immediately. Of course the derivation may not end with an exis-
tential introduction. However, the process of normalization will beta-reduce
the derivation term into one in which 3% is the final operator to be applied.
In general normalization is the process of computing out a lambda term, un-
til no further beta reductions can be made. In other words, normalization
reduces away all unnecessary detours.

Now suppose that the formula 3, A(x) is not closed, say it has one free
variable z. By instantiating z we obtain again a closed formula depending
on the instantiated value. Extracting a witnessing term from a normalized
derivation term, as above, then provides a witness depending on the instan-
tiated value. However, to bring out the uniformity involved in this process
requires a new method, realizability.

In the lecture course we will study such computational aspects of logic,
both from theoretical and practical point of view. For the former, we will
make heavy use of the textbook Schwichtenberg and Wainer (2012). For
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Derivation Term
u: A u?
[u: A
| M (/\uA MB)AHB
B

b 4
A-B U

| M | N
A B A (MAZBNA)B
B -
| M
ANV, A :
A iy (with var.cond.) (A M4) (with var.cond.)
VA
| M
Ve A() T (M= A@)r)Alr)
A7

TABLE 1. Derivation terms for — and V

the latter, we present many fundamental concepts and principles underly-
ing our proof assistant Minlog!'. For example, inductively defined data and
predicates, recursion, induction and decoration. All will be developed theo-
retically as well as within the Minlog setting, and in each case a wide variety
of practical case studies will illustrate program extraction.

1www.minlog—system. de



CHAPTER 1
Logic

The main subject of Mathematical Logic is mathematical proof. In this
chapter we deal with the basics of formalizing such proofs and, via normali-
zation, analysing their structure. The system we pick for the representation
of proofs is natural deduction as in Gentzen (1935). Our reasons for this
choice are twofold. First, as the name says this is a natural notion of formal
proof, which means that the way proofs are represented corresponds very
much to the way a careful mathematician writing out all details of an ar-
gument would go anyway. Second, formal proofs in natural deduction are
closely related (via the Curry-Howard correspondence) to terms in typed
lambda calculus. This provides us not only with a compact notation for log-
ical derivations (which otherwise tend to become somewhat unmanageable
tree-like structures), but also opens up a route to applying the computa-
tional techniques which underpin lambda calculus.

An essential point for Mathematical Logic is to fix the formal language
to be used. We take implication — and the universal quantifier V as basic.
Then the logic rules correspond precisely to lambda calculus. The additional
connectives (i.e., the existential quantifier 3, disjunction V and conjunction
A) will be added as axioms. Later we will see that these axioms are particular
inductive definitions. In addition to the use of inductive definitions as a
unifying concept, another reason for that change of emphasis will be that it
fits more readily with the more computational viewpoint adopted there.

We will also show that every derivation has a normal form, and analyze
the shape of such normal derivations.

This chapter does not simply introduce basic proof theory, but in addi-
tion there is an underlying theme: to bring out the constructive content of
logic, particularly in regard to the relationship between minimal and classical
logic. It seems that the latter is most appropriately viewed as a subsystem
of the former.

1.1. Natural deduction

Rules come in pairs: we have an introduction and an elimination rule for
each of the logical connectives. The resulting system is called minimal logic;

1



2 1. LOGIC

it was introduced by Kolmogorov (1932), Gentzen (1935) and Johansson
(1937). Notice that no negation is yet present. If we go on and require
ex-falso-quodlibet for the nullary propositional symbol L (“falsum”) we can
embed intuitionistic logic with negation as A — 1. To embed classical logic,
we need to go further and add as an axiom schema the principle of indirect
proof, also called stability (Vz(——RZ¥ — RZ) for relation symbols R), but
then it is appropriate to restrict to the language based on —, ¥V, 1L and A.
The reason for this restriction is that we can neither prove -—-34, 4 — 3, A
nor =—(AV B) — AV B (the former is Markov’s scheme). However, we can
prove them for the classical existential quantifier and disjunction defined by
-V,—A and -A — =B — 1. Thus we need to make a distinction between
two kinds of “exists” and two kinds of “or”: the classical ones are “weak”
and the non-classical ones “strong” since they have constructive content.
We mark the distinction by writing a tilde above the weak disjunction and
existence symbols thus V, 3.

We have alrady seen the rules of minimal logic for —, V and the corre-
sponding Curry-Howard terms in Table 1.

A formula A is called derivable (in minimal logic), written - A, if there
is a derivation of A (without free assumptions) using the natural deduction
rules. A formula B is called derivable from assumptions A1, ..., A,, if there
is a derivation of B with free assumptions among Aq,...,A,. Let I" be
a (finite or infinite) set of formulas. We write I' - B if the formula B is
derivable from finitely many assumptions Aq,..., A, € T.

1.1.1. Logic in Minlog: basic examples. As a first encounter with
the Minlog! proof assistant we consider two simple logical facts. Let A, B,
C be propositional variables.

(A-=B—-C)—»(A—-B)—-A—C.

INFORMAL PROOF. Assume A — B — C. Goal: (A - B) - A — C.
So assume A — B. Goal: A — C. So finally assume A. Goal: C. Using
the third assumption twice we have B — C' by the first assumption, and
B by the second assumption. From B — C and B we then obtain C.
Then A — C, cancelling the assumption on A, and (A - B) - A — C
cancelling the second assumption. The result follows by cancelling the first
assumption. U

For the second example involving quantifiers, let P be a unary predicate
variable.

Vo(A— Px) > A—V,Px (¢ FV(A)).

1www.minlog—system. de



1.1. NATURAL DEDUCTION 3

INFORMAL PROOF. Assume Y, (A — Pz). Goal: A — V,Pz. So assume
A. Goal: V,Pz. Let x be arbitrary; note that we have not made any
assumptions on x. Goal: Px. We have A — Px by the first assumption.
Hence also Px by the second assumption. Hence V, Pz. Hence A — V, Pz,
cancelling the second assumption. Hence the result, cancelling the first
assumption. U

We now give derivations of the two example formulas treated informally
above. Since in many cases the rule used is determined by the conclusion,
we suppress in such cases the name of the rule.

uA—->B—~C w: A v:A— B w: A
B—C B
_Cc .
A-C 7"
(A=-B)—=A—=C -

v

+
(A-=B—-C)—-(A—-B)—-A-=C o
For the second example we obtain
u: Vg (A — Px) T
A— Px v: A
Px 4
V. Px vz
v o — v
A -V, Px n
—u

V4 (A — Pz) - A— V,Px

Note that the variable condition is satisfied: z is not free in A (and also not
free in V(A — Px)).

Let us now formalize these proofs in Minlog. We describe the interactions
rather shortly; for a more thorough introduction the reader should consult
the Minlog tutorial. After starting the system by typing

(load ""/git/minlog/init.scm")

we declare three propositional variables by executing
(add-pvar-name "A" "B" "C" (make-arity))

The proof then is generated by the following sequence of commands:
(set-goal "(A -> B ->C) -> (A -> B) -> A -> C")

(assume "u" "v" "w")

(use "u")
(use "w")
(use "v")
(use "w")

We save the proof and display it as lambda-expression, with formulas as-
signed to the assumption variables:
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(define proof (current-proof))
(proof-to-expr-with-formulas proof)

The result is

u: A ->B > C
v: A > B

w: A

(lambda (u) (lambda (v) (lambda (w) ((u w) (v w)))))

For the second example involving quantifiers we proceed similarly. We
declare x as a variable of type « (a type variable) and P as a unary predicate
variable

(add-var-name "x" (py "alpha"))
(add-pvar-name "P" (make-arity (py "alpha")))

The proof is generated by the following sequence of commands:

(set-goal "all x(A -> P x) -> A -> all x P x")
(assmne llull "V" IIXII)

(use "11")

(use "v")

We again save the proof and display it as lambda-expression, with formulas
assigned to the assumption variables:

(define proof (current-proof))
(proof-to-expr-with-formulas proof)

The result is

u: all x(A -> P x)

v: A

(lambda (u) (lambda (v) (lambda (x) ((u x) v))))

These lambda-expressions are exactly what the Curry-Howard corre-
spondence gives us.

1.1.2. Negation, disjunction, conjunction and existence. Recall
that negation is defined by —A := (A — 1). The following can easily be
derived.

A — ——A,
A — —A.



1.1. NATURAL DEDUCTION 5

However, =—A — A is in general not derivable (without stability — we will
come back to this later on). The derivation of =——A — —A is

w: A— L v: A

L +
w (A= 1) > 1) > 1 A=) —>1L v
7J‘ +
A1 VY n
— U

(A-L1L)=L)—>1)=A—> 1

This proof can be generated by the following sequence of commands.

(set-goal "(((A -> bot) -> bot) -> bot) -> A -> bot")
(assume nun ||Vll)

(use "u")
(assume "w")
(use ||wll)
(use ||Vll)

We can display it by executing

(define proof (current-proof))
(proof-to-expr-with-formulas proof)

The result then is

u: ((A -> bot) -> bot) —> bot
v: A
w: A -> bot

(lambda (u) (lambda (v) (u (lambda (w) (w v)))))
Derivations for the following formulas are left as exercises.
(A— B) » B — —A,
-(A — B) — B,
-—(A — B) » A — ——B,
(L—-B)— (——A— -B)— ——(A— B),

VA — VA
For disjunction the introduction and elimination axioms are
Vg A— AV B,
Vi:B— AV B,
VT:AVB—-(A—-C)— (B—-C)—=C.
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For conjunction we have
At A— B— AAB, AN:AANB— (A= B—C)—=C
and for the existential quantifier
It A — 3,4, 37:3,A > V.(A— B) = B (z¢FV(B)).

REMARK. All these axioms can be seen as special cases of a general
schema, that of an inductively defined predicate, which is defined by some
introduction rules and one elimination rule. Later we will study this kind
of definition in full generality.

It is easy to see that for each of the connectives Vv, A, 3 the axioms
and the following rules are equivalent over minimal logic; this is left as an
exercise. For disjunction the introduction and elimination rules are

M M [u: A] [v: B
A . B . | M | N | K
V \Y
AvB ° AvB ! AR CC ¢ VTu,v
For conjunction we have
v N [u: A] [v: B]
| ! M N
“a b4
ANB A ANB e ¢ AT u,v
and for the existential quantifier
[u: A
| M
) M|
T Al o gy B

3, A(x) 37z, u (var.cond.)

B

Similar to V*x the rule 3~ z,u is subject to an (eigen-)variable condition:
in the derivation N the variable x (i) should not occur free in the formula
of any open assumption other than u: A, and (ii) should not occur free in

v We collect some easy facts about derivability; B < A means A — B.
LEMMA. The following are derivable.

(ANB—C)<+ (A—B— (),
(A->BAC)< (A= B)AN(A—O),
(AVB—-C)+< (A—=-C)N(B—C0),
(A-BV(C)«~ (A= B)V(A—(O),
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T ( ) ifz ¢ FV(B),
Vo(A— B) ifz ¢ FV(A),
Va( ) ifz ¢ FV(B),
3 ) ifz ¢ FV(A).

PRroOF. A derivation of the final formula is

w: A— B v: A
x B
u: 3,(A = B) ENZ;
3,B R
A—3.B -
3,(A—B)—>A—3,B

d z,w

—tuy

The variable condition for 3~ is satisfied since the variable z (i) is not free
in the formula A of the open assumption v: A, and (ii) is not free in 3,B.
The rest of the proof is left as an exercise. O

The Minlog proof for the final formula uses the axioms 37 and 3~:

(set-goal "ex x(A -> P x) -> A -> ex x P x")
(assume llu" ||Vll)

(by_assume ||ul| "X" ||wll)

(ex-intro "x")

(use ||wll)

(use ||Vll)

Again we can display it by executing

(define proof (current-proof))
(proof-to-expr-with-formulas proof)

The result then is

Ex-Elim: ex x(A -> P x) -> all x((A -> P x) -> ex x0 P x0) ->
ex x P x

Ex-Intro: all x(P x -> ex x0 P x0)

u: ex x(A -> P x)

v: A

w: A ->Px

(lambda (u)
(lambda (v)
((Ex-Elim u)
(lambda (x) (lambda (w) ((Ex-Intro x) (w v)))))))



8 1. LOGIC

As an example of how to deal with the axioms for conjunction and
disjunction we give Minlog proofs for the two directions of

(AVB—-C)«< (A—=C)N(B—C).
Here andd and ord indicate that we view A, V as inductively defined?.

(set-goal "(A ord B -> C) -> (A -> C) andd (B > CO)")
(assume "u")

(split)

(assume "v")

(use "u")

(intro 0)

(use "v")

(assume "w")

(use "u")

(intro 1)

(use "w")

We display the proof as above and obtain

Intro: (A ->C) -> (B ->C) -> (A -> C) andd (B -> C)
Intro: A -> A ord B

Intro: B -=> A ord B

u: A ord B ->C

v: A
w: B
(lambda (u)

((Intro (Qlambda (v) (u (Intro v))))
(lambda (w) (u (Intro w)))))
For the other direction we have
(set-goal "(A -> C) andd (B -> C) -> A ord B -> C")
(assume gt "V")
(elim "v")

(use ||un)
(use ||un)
and obtain

Elim: A ord B> (A ->C) > (B ->C) > C
Elim: (A -> C) andd (B -> C) —>
((A->C) >B->C >A->C —>A->C

2For the existential quantifier we could have proceeded similarly, using the inductively
defined exd. However, there is also a “primitive” ex in Minlog, which was used above.
There is also a primitive conjunction written &.
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Elim: (A -> C) andd (B -> C) ->
(A ->C)>B->C >B->C) >B-—>¢C
u: (A -> C) andd (B -> C)
v: A ord B
u0d: A > C
ul: B > C

(lambda (u)
(lambda (v)
(((Elim v) ((Elim u) (lambda (u0) (lambda (ul) u0))))
((Elim u) (lambda (u0) (lambda (ul) ui1))))))

1.2. Embedding intuitionistic and classical logic

As already mentioned, we distinguish two kinds of “or” and “exists”:
the “weak” or classical ones and the “strong” or constructive ones. In the
present context both kinds occur together and hence we must mark the
distinction; we shall do this by writing a tilde above the weak disjunction
and existence symbols thus

AVB:=-A—-B— 1, J,A = VA,
These weak variants of disjunction and the existential quantifier are no
stronger than the proper ones (in fact, they are weaker):
AV B— AV B, 3,A = 3, A.
This can be seen easily by putting C':= L in V™ and B := 1 in 3.

REMARK. Since élxélyA unfolds into a rather awkward formula we extend
the 3-terminology to lists of variables:

ézl,...,mnA =V (A— 1) — L.

Moreover let

oran (AL A A AR) =V o (A1 = = Ay — L) — L
This allows to stay in the —,V part of the language. Notice that A only
makes sense in this context, i.e., in connection with 3.

1.2.1. Intuitionistic and classical derivability. In the definition of
derivability falsity L plays no role. We may change this and require ex-
falso-quodlibet axioms, of the form

Vj‘(J_ — Rf)

with R a relation symbol distinct from 1. Let Efq denote the set of all such
axioms. A formula A is called intuitionistically derivable, written -; A, if
Efq - A. We write I' +; B for ' U Efq - B.
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We may even go further and require stability axioms, of the form
Vf(—\ﬂRa_f — R¥ )
with R again a relation symbol distinct from L. Let Stab denote the set of
all these axioms. A formula A is called classically derivable, written . A,
if Stab F A. We write I' . B for I' U Stab - B.

It is easy to see that intuitionistically (i.e., from Efq) we can derive
1L — A for an arbitrary formula A, using the introduction rules for the
connectives. A similar generalization of the stability axioms is only possible
for formulas in the language not involving V, 3. However, it is still possible
to use the substitutes V and 3.

THEOREM (Stability, or principle of indirect proof).
) F(-——A—A) - (—B—B)—-"—(AANB) - AANB.
) F(=——B—B)— (A —B)—A—B.
(c) F(——A = A) - =V, A — A.
) ke A — A for every formula A without V, 3.

PROOF. (a) is left as an exercise.
(b) For simplicity, in the derivation to be constructed we leave out ap-
plications of —T at the end.

us: A — B w: A

Uuq - -B B
S S
— U9
v: ==(A — B) -(A — B)
Jr
w: =B — B —B "
B
(c)
Ug: Vi A T
uy: A A
L +
_>
v ==V, A oA
+
w: A s A —a "

A
(d) Induction on A. The case Ri with R distinct from L is given by Stab.
In the case L the desired derivation is
u: L
vi(lL—1)—1 1 -1
1
In the cases AN B, A — B and V,A use (a), (b) and (c), respectively. O

-ty
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Using stability we can prove some well-known facts about the interaction
of weak disjunction and the weak existential quantifier with implication. We
first prove a more refined claim, stating to what extent we need to go beyond
minimal logic.

LEMMA. The following are derivable.

(1) (3,A — B) = V(A — B) ifxz¢FV(B),
(2) (=——B—DB)— Y, (A—>B)—>3 A— B ifx ¢ FV(B),
(3) (L — Blz:=c]) = (A — 3,B) = 3.(A = B) ifz ¢ FV(A),
(4) 3.(A—=B) = A—3,B ifz¢FV(A).

The last two items can also be seen as simplifying a weakly existentially
quantified implication whose premise does not contain the quantified variable.
In case the conclusion does not contain the quantified variable we have

(5) (-—-B—B)— 3,(A—=B) =Y, A= B ifz¢FV(B),
(6)  Vo(-—A—= A) = (VoA — B) = 3, (A— B) ifz¢FV(B).

Proor. (1)
uy: VoA T
-A A
~ 7J_ —>+U1
;A — B -V,—A
B
(2)
V.(A — B) x
A— B up: A
us: B B
7:;1 —>+U1
-V,—A V,—A
+
—|—\B — B —|—|B - U2
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(3) Writing By for Blz:=c| we have

A—3.B uy: A E_ﬁul
3.B V,—B
1 — By 1
Ve
(A — B) c By —>+U,2
ﬁ(A — Bo) A— BO
1
(4)
V. B T u: A— B A
-B B
L +
~(A - B) !
3.(A = B) V.—(A — B)
1
(5)
VA T
Uy A— B A
Uug: -B B
7J_ *>+U1
-(A — B)
3.(A — B) V,—(A — B)
—>+UQ
-—B —> B --B
B

(6) We derive V(L — A) —» (V;A — B) —» V,—~(A — B) — == A. Writing
Az, Ay for A(x), A(y) we have

Vy(L = Ay) ¥ wy:—Azx  uy: Ax
1 — Ay il
Ay
V.Ax — B vy Ay
Vo (Az - B) = B
—(Az — B) Az — B

—>+’LL2

+
—'u
—\—\A(L’ 1
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Using this derivation M we obtain

Vo(——Az — Az) =z | M
——Azr — Ax ——Azx
Ax
V,Ax — B vV, Ax
Vo= (Azr — B) = B
-(Az — B) Az — B
1
Since clearly - (-—=A — A) — L — A the claim follows. O

REMARK. An immediate consequence of (6) is the classical derivability
of the “drinker formula” élx(Paz — V. Px), to be read “in every non-empty
bar there is a person such that, if this person drinks, then everybody drinks”.
To see this let A := Px and B :=V Pz in (6).

COROLLARY.

Fe (324 = B) <3 V.(A — B) ifx ¢ FV(B) and B without V, 3,

Fi (A= 3,B) & 3,(A— B) ifz ¢ FV(A),

Fe 3.(A = B) & (VoA — B) ifx ¢ FV(B) and A, B without V, 3.
There is a similar lemma on weak disjunction:

LEMMA. The following are derivable.

(AVB—C)—= (A= C)N(B— (),
(——-C—-C)—»(A—-C)—=»(B—C)— AV B—=C,
(L-B)—» (A=-BVC)=»(A—=B)V(A—-C(C),
(A-B)V(A=-C)—»A—=BVC,
(-——C—-C)—»(A—-C)V(B—C)—A— B—C,
(L-C)—» (A=B—->0C)=(A—->C)V(B=D0).

PROOF. The derivation of the final formula is
A—-B—C wu:A

B—C us: B
c +
-(A—C) A—>C’_>u1
1L=C L
c_ .
-(B — C) Bsc "
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The other derivations are similar to the ones above, if one views 3 as an
infinitary version of V. O

COROLLARY.
Fe (AVB—=C)+ (A= C)AN(B—C) for C without V, 3,
FHi(A—-BVC)+ (A= B)V (A= (O),
Fe(A—=C)V(B—C)+ (A— B—C) for C without V,3.

REMARK. It is easy to see that weak disjunction and the weak existential
quantifier satisfy the same axioms as the strong variants, if one restricts the
conclusion of the elimination axioms to formulas without V,d. In fact, we
have

FA—AVB, +FB-— AVB,

FeAVB— (A—C)— (B—C)—C (C without v,3),
A 3,A,

Fe 32A = V(A — B) - B (x ¢ FV(B), B without V, 3).

The derivations of the second and the fourth formula are

A—C ug: A
uy: ~C C B—C us: B
L+ up: ~C c
-A—>-B— L -A 2 L SFug
-B— L -B
N
—C = C —c "
C
and
Vo.(A— B) =
A— B u2 A
(51 -B B
— —)+UQ
VA Ve—A
—>+U1
-—-B—+ B -—-B
B

1.2.2. Godel-Gentzen translation. Classical derivability I' F. B was
defined in 1.2.1 by I' U Stab = B. This embedding of classical logic into
minimal logic can be expressed in a somewhat different and very explicit
form, namely as a syntactic translation A — A9 of formulas such that A
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is derivable in classical logic if and only if its translation A9 is derivable in
minimal logic.

DEFINITION (Go6del-Gentzen translation A9).
(Rt)? :=-—-Ri for R distinct from L,
19 =1,
(AV B)Y .= A9V BY,
(32 A) =3, A9,
(AoB)Y :=A90 B9 foro=— A,
(VzA)9 =V, A9,

LEMMA. F ——A9 — A9.

PROOF. Induction on A.

Case Rt with R distinct from L. We must show ————Rt — ——Rt,
which is a special case of H =——B — —B.

Case 1. Useb -1 — 1.

Case AV B. We must show + —=—(A49 V BY9) — A9 V BY, which is a
special case of - = —(=-C — =D — 1) - -C — -D — L:

uy: ~C — -D — L -C
-D— L -D
L
ﬂ—\(—\C — D — J_) ﬂ(ﬂC — D — J_)
L

Case 3, A. In this case we must show F ——3, 49 — éleg, but this is a
special case of F =——B — =B, because 3, A9 is the negation —V,—AY.

Case AN B. We must show = ——(A9 A BY) — A9 A BY. By induction
hypothesis F =—=A9 — A9 and - =—BY9 — BY. Now use part (a) of the
stability theorem in 1.2.1.

The cases A — B and V, A are similar, using parts (b) and (c) of the
stability theorem instead. O

THEOREM. (a) I' . A implies T'9 - A9.
(b) TY9 = A9 implies T' . A for ', A without V, 3.

—>+U1

PROOF. (a) Use induction on I" . A. For a stability axiom Vz(——RZ —
RZ) we must derive Vz(————RZ — ——RZ ), which is easy (as above). For
the rules =1, ——, V', V-, AT and A~ the claim follows immediately from
the induction hypothesis, using the same rule again. This works because the
Godel-Gentzen translation acts as a homomorphism for these connectives.
For the rules \/;r, V™, 37 and 3~ the claim follows from the induction
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hypothesis and the remark at the end of 1.2.1. For example, in case 3~ the
induction hypothesis gives

. A9
M U
- | and | N
4, A9 BY

with = ¢ FV(BY). Now use - (-—BY — BY) — 3, A9 — V(A9 — BI) —
BY. Its premise -——BY9 — BY is derivable by the lemma above.

(b) First note that . (B < BY) for B without V,3. From I'Y - A9 we
obtain I' -, A as follows. We argue informally. Assume I'. Then I'Y by the
note, hence AY because of I'Y F A9, hence A again by the note. O



CHAPTER 2
Computability

At this point we leave the general setting of logic and aim to get closer to
mathematics. We introduce free algebras (for example, the natural numbers)
as our basic data structures and consider function spaces based on them.
The functional objects are viewed as limits of their finite approximations.
We call a functional computable if it is the limit of a recursively enumerable
set of finite approximations. To work with such objects in a formal theory
we need to have a language to denote them. Again lambda calculus is the
appropriate tool, this time extended by constants for particular functionals
defined by equations.

It is a fundamental property of computation that evaluation must be
finite. So in any evaluation of ®(y) the argument ¢ can be called upon only
finitely many times, and hence the value — if defined — must be determined
by some finite subfunction of . This is the principle of finite support.

Let us carry this discussion somewhat further and look at the situation
one type higher up. Let H be a partial functional of type-3, mapping type-2
functionals ® to natural numbers. Suppose ® is given and H(P) evaluates
to a defined value. Again, evaluation must be finite. Hence the argument ®
can only be called on finitely many functions . Furthermore each such ¢
must be presented to ® in a finite form (explicitly say, as a set of ordered
pairs). In other words, H and also any type-2 argument ® supplied to it
must satisfy the finite support principle, and this must continue to apply as
we move up through the types.

To describe this principle more precisely, we need to introduce the notion
of a “finite approximation” ®g of a functional ®. By this we mean a finite
set X of pairs (¢p, n) such that (i) g is a finite function, (ii) ®(pq) is defined
with value n, and (iii) if (g, n) and (¢f,n’) belong to X where ¢o and ¢f,
are “consistent”, then n = n’. The essential idea here is that ® should be
viewed as the union of all its finite approximations. Using this notion of a
finite approximation we can now formulate the

Principle of finite support. If H(®) is defined with value
n, then there is a finite approximation ®y of ® such that
H(Po) is defined with value n.

17
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The monotonicity principle formalizes the simple idea that once H(®) is
evaluated, then the same value will be obtained no matter how the argument
® is extended. This requires the notion of “extension”. @ extends ® if for
any piece of data (g, n) in ® there exists another (¢, n) in ®’ such that ¢
extends ¢, (note the contravariance!). The second basic principle is then

Monotonicity principle. If H(®P) is defined with value n
and @ extends ®, then H(P’) is defined with value n.

An immediate consequence of finite support and monotonicity is that
the behaviour of any functional is indeed determined by its set of finite
approximations. For if ®, ® have the same finite approximations and H(®)
is defined with value n, then by finite support, H(®q) is defined with value n
for some finite approximation ®g, and then by monotonicity H(®') is defined
with value n. Thus H(®) = H(P'), for all H.

This observation now allows us to formulate a notion of abstract com-
putability:

Effectivity principle. An object is computable just in case
its set of finite approximations is (primitive) recursively
enumerable (or equivalently, ¥.{-definable).

The general theory of computability concerns partial functions and par-
tial operations on them. However, we are primarily interested in total ob-
jects, so once the theory of partial objects is developed, we can look for ways
to extract the total ones. We will define the total objects of base type in-
ductively, and then by induction on types the notion of totality for arbitrary

types.

2.1. Abstract computability via information systems

We need to define appropriate domains for our to-be-defined computable
functionals, viewed as limits of their finite approximations. Information
systems are a convenient setting to introduce and study the latter.

2.1.1. Information systems. The basic idea of information systems
is to provide an axiomatic setting to describe approximations of abstract
objects (like functions or functionals) by concrete, finite ones. We do not
attempt to analyze the notion of “concreteness” or finiteness here, but rather
take an arbitrary countable set A of “bits of data” or “tokens” as a basic
notion to be explained axiomatically. In order to use such data to build
approximations of abstract objects, we need a notion of “consistency”, which
determines when the elements of a finite set of tokens are consistent with
each other. We also need an “entailment relation” between consistent sets
U of data and single tokens a, which intuitively expresses the fact that the
information contained in U is sufficient to compute the bit of information a.
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The axioms below are a minor modification of Scott’s (1982), due to Larsen
and Winskel (1991).

DEFINITION. An information system is a structure (A, Con,t) where A
is a countable set (the tokens), Con is a non-empty set of finite subsets of A
(the consistent sets) and I is a subset of Con x A (the entailment relation),
which satisfy

UCV eCon— U e Con,

{a} € Con,

Ut a— UU{a} € Con,
a€Ue€Con—UtFa,

UV eCon—Vyey(Uka) > VEb—=UFED.

The elements of Con are called formal neighborhoods. We use U, V, W
to denote finite sets, and write

UV for U e ConAVaey (U F a),
atb for {a,b} € Con (a,b are consistent),
Utv for Van,beV(a Tb).

DEFINITION. The ideals (also called objects) of an information system
A = (A, Con, ) are defined to be those subsets x of A which satisfy

UCx—Ue€Con (xis consistent),
Uba—UCz—acx (xisdeductively closed).

For example the deductive closure U := {a € A|U F a} of U € Con is an
ideal. The set of all ideals of A is denoted by |A|.

ExaMPLES. Every countable set A can be turned into a flat information
system by letting the set of tokens be A, Con := {0} U{{a} | a € A} and
Ut a mean a € U. In this case the ideals are just the elements of Con. For
A = N we have the following picture of the Con-sets.

{0} {1} {2}

0

A rather important example is the following, which concerns approxi-
mations of functions from a countable set A into a countable set B. The
tokens are the pairs (a,b) with a € A and b € B, and

Con := {{(az,bz) ‘ 1< k‘} ’ Vi7j<k(ai =aj — b; = bj) },
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Ut (a,b) := (a,b) € U.

It is easy to verify that this defines an information system whose ideals are
(the graphs of) all partial functions from A to B.

One can show that for every information system A = (A, Con,t) the
structure (|A],C,0) is a “domain” (also called Scott-Ershov domain, or
“bounded complete algebraic cpo”), whose set of “compact elements” can
be represented as |A|. = {U | U € Con }. We will not need this relation to
standard (non-constructive) domain theory, and hence not even define these
notions here.

2.1.2. Function spaces. We define the “function space” A — B be-
tween two information systems A and B.

DEFINITION. Let A = (A, Cong,tF4) and B = (B, Conpg,Fp) be infor-
mation systems. Define A — B = (C, Con, ) by

C :=Cony x B,

{(Ui,by) | i €I} € Con:=VY,c/(|JUj € Cona — {b;|j € J} € Conp).
JjeJ
For the definition of the entailment relation - it is helpful to first define the
notion of an application of W := { (U;,b;) | i € I } € Con to U € Cony:

{(Uz,bz) ’iGI}U = {bZ ’ Ul—A Uz}
From the definition of Con we know that this set is in Cong. Now define
W E (U, b) by WU Fp b.

Clearly application is monotone in the second argument, in the sense
that U F4 U’ implies (WU’ C WU, hence also) WU g WU'. In fact,
application is also monotone in the first argument, i.e.,

W W' implies WU Fg W'U.
To see this let W = {(U;,b;) | i € I} and W/ = {(U},b)) | j € J}. By

AR
definition WU = {b; | U -4 Uj }. Now fix j such that U 4 Uj; we must
show WU Fp b;. By assumption W = (U7, b)), hence WU I-p b;. Because

VIR
of WU D WU J’ the claim follows.

LEMMA. If A and B are information systems, then so is A — B defined
as abowve.

PrROOF. Let A = (A,Cong,t4) and B = (B,Conpg,tp). The first,
second and fourth property of the definition are clearly satisfied. For the
third, suppose

{(U1,b1),...,(Un,bp)} = (U,b), ie., {bj|UFaU;}Fpbd.
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We have to show that {(U1,b1),...,(Un,byn), (U,b)} € Con. So let I C
{1,...,n} and suppose
Uvu U U; € Cony.
i€l
We must show that {b} U{b; | i € I} € Conp. Let J C {1,...,n} consist
of those j with U 4 U;. Then also

UUUUZ'U UU]' € Cony.
iel jed
Since
UUi U U Uj € Cony,
iel jed
from the consistency of {(Ui,b1),...,(Un,bs)} we can conclude that
{bi|iel}U{b;|jeJ} e Cong.
But {b; | j € J} Fp b by assumption. Hence
{bi’iEI}U{bj |jEJ}U{b}ECOnB.
For the final property, suppose
WEW' and W' (U,b).

We have to show W + (U,b), i.e., WU 5 b. We obtain WU 5 W'U by
monotonicity in the first argument, and W'U + b by definition. O

We shall now give an alternative characterization of the function space,
as “approximable maps”. The basic idea for approximable maps is the desire
to study “information respecting” maps from A into B. Such a map is given
by a relation r between Cony and B, where r(U, b) intuitively means that
whenever we are given the information U € Cong, then we know that at
least the token b appears in the value.

DEFINITION. Let A = (A,Cong,tF4) and B = (B, Conpg,tp) be infor-
mation systems. A relation r C Cony X B is an approzximable map if it
satisfies the following:

(a) if 7(U,b1),...,7(U,by), then {by,...,b,} € Cong;

(b) if (U, b1),...,7(U,by) and {b1,...,b,} Fp b, then r(U,b);

(c) if r(U',b) and U k4 U’, then r(U,b).

We write r: A — B to mean that r is an approximable map from A to B.

THEOREM. Let A and B be information systems. Then the ideals of
A — B are exactly the approzimable maps from A to B.
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PrOOF. Let A = (A,Cony,t4) and B = (B,Cong,tp). If r € |[A —
B| then r C Cony x B is consistent and deductively closed. We have to
show that r satisfies the axioms for approximable maps.

(a) Let r(U,b1),...,7(U,b,). We must show that {b1,...,b,} € Cong.
But this clearly follows from the consistency of r.

(b) Let »(U,b1),...,7(U,by,) and {b1,...,b,} Fp b. We must show that
r(U,b). But

{(U,b1),...,(U,by)} F (U,b)

by the definition of the entailment relation - in A — B, hence (U, b) since

r is deductively closed.

(¢) Let U -4 U" and r(U’,b). We must show that r(U,b). But

{U", )} F(Ub)

since {(U’,b)}U = {b} (which follows from U F4 U’), hence r(U,b), again
since r is deductively closed.

For the other direction suppose that r: A — B is an approximable map.
We must show that r € |[A — Bj.

Consistency of r. Suppose (Ui, b1),...,7(Un,by) and U = |J{U; | i €
I'} € Cony for some I C {1,...,n}. We must show that {b; | i € I} €
Conpg. Now from r(U;, b;) and U 4 U; we obtain r(U, b;) by axiom (c) for
all i € I, and hence {b; | i € I } € Conp by axiom (a).

Deductive closure of r. Suppose r(Uy,b1),...,7(Uy, by,) and

W= {(Ula bl), ceey (Uny bn)} F (U, b)
We must show r(U,b). By definition of - for A — B we have WU +p b,

which is {b; | U 4 U; } b5 b. Further by our assumption r(U;, b;) we know
r(U, b;) by axiom (c) for all ¢ with U 4 U;. Hence r(U,b) by axiom (b). O

2.1.3. Scott topology. We can also characterize approximable maps

as continuous functions w.r.t. a certain topology on the space |A| of ideals
of an information system A.!

DEFINITION. Suppose A = (A, Con,F) is an information system and
U € Con. Define Oy C |A| by
Oy ={zeclA||UCCzx}.
Note that, since the ideals z € |A[ are deductively closed, z € Oy
implies U C z.

LEMMA. The system of all Oy with U € Con forms the basis of a topo-
logy on |A|, called the Scott topology.

Here we refer to topology in the standard (non-constructive) sense, based on points.
There are also recent attempts to build a constructive “point-free” topology; however, we
will not enter this subject here.
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PRrROOF. Suppose U,V € Con and z € Oy N Oy, i.e., U Cx and V C z.
We need W € Con such that x € Oy C Oy NOy. Choose W =UUV. O

LEMMA. Let A be an information system and O C |Al|. Then the fol-
lowing are equivalent.

(a) O is open in the Scott topology.

(b) O satisfies
(i) Ifx € O and x C y, then y € O (Alexandrov condition).
(ii) If z € O, then U € O for some U C x (Scott condition,).

(c) O =UgeoOv-

Hence open sets O may be seen as those determined by a (possibly
infinite) system of finitely observable properties, namely all U such that
UeoO.

PrOOF. (a) — (b). If O is open, then O is the union of some Oy’s, U €
Con. Since each Oy is upwards closed, also O is; this proves the Alexandrov
condition. For the Scott condition assume z € @. Then z € Oy C O for
some U € Con. Note that U € Oy, hence U € O, and U C z since z € Oy.

(b) — (c). Assume that O C |A| satisfies the Alexandrov and Scott
conditions. Let € O@. By the Scott condition, U € O for some U C z, so
x € Oy for this U. Conversely, let € Oy for some U € O. Then U C .
Now z € O follows from U € O by the Alexandrov condition.

(c) = (a). The Op’s are the basic open sets of the Scott topology. [

We now give some simple characterizations of the continuous functions
f:|A| — |B|. Call f monotone if x C y implies f(z) C f(y).

LEMMA. Let A and B be information systems and f: |A| — |B|. Then

the following are equivalent.

(a) f is continuous w.r.t. the Scott topology.

(b) f is monotone and satisfies the “principle of finite support” PFS: If
be f(x), thenbe f(U) for some U C x.

(c) f is monotone and commutes with directed unions: for every directed
D C|A]| (i.e., for any x,y € D there is a z € D such that z,y C z)

f(U»=U ra.

zeD zeD

Note that in (c) the set { f(z) | x € D} is directed by monotonicity of
f; hence its union is indeed an ideal in |A|. Note also that from PFS and
monotonicity of f it follows immediately that if V' C f(x), then V C f(U)
for some U C z.

Hence continuous maps f: |A| — |B| are those that can be completely
described from the point of view of finite approximations of the abstract
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objects € |A| and f(z) € |B|: whenever we are given a finite approxi-
mation V to the value f(z), then there is a finite approximation U to the
argument x such that already f(U) contains the information in V'; note that
by monotonicity f(U) C f(x).

PrOOF. (a) — (b). Let f be continuous. Then for any basic open set
Oy C |B] (so V € Cong) the set f1[Oy] = {z | V C f(x)} is open in
|A|. To prove monotonicity assume x C y; we must show f(z) C f(y). So
let b € f(x), ie., {b} C f(z). The open set f~1Opuy] ={z | {b} C f(2)}
satisfies the Alexandrov condition, so from x C y we can infer {b} C f(y),

ie.,be f(y). Toprove PFS assume b € f(x). The openset { z | {b} C f(2)}
satisfies the Scott condition, so for some U C z we have {b} C f(U).

(b) — (a). Assume that f satisfies monotonicity and PFS. We must show
that f is continuous, i.e., that for any fixed V € Conpg the set f~1[Oy] =
{z |V C f(x) } is open. We prove

{z|VCf()}=(J{Ou|U€ConyandV C f(T)}

Let V C f(z). Then by PFSV C f(U) for some U € Cony such that U C z,
and U C x implies z € Op. Conversely, let x € Oy for some U € Cony such
that V C f(U). Then U C x, hence V C f(x) by monotonicity.

For (b) <> (c) assume that f is monotone. Let f satisfy PFS, and
D C |A| be directed. f(U,ep ) 2 Uyep f(2) follows from monotonicity.

For the reverse inclusion let b € f({J,cp «). Then by PFS b € f(U) for some
U C U,ep z- From the directedness and the fact that U is finite we obtain

U C z for some z € D. From b € f(U) and monotonicity infer b € f(z).
Conversely, let f commute with directed unions, and assume b € f(z). Then

be flx)=f(JU) = r0),
UCzx UCzx

hence b € f(U) for some U C x. O

Clearly the identity and constant functions are continuous, and also the
composition g o f of continuous functions f: |A| — |B| and g: |B| — |C]|.

THEOREM. Let A and B = (B,Cong,Fp) be information systems.
Then the ideals of A — B are in a natural bijective correspondence with
the continuous functions from |A| to |B|, as follows.

(a) With any approzimable map r: A — B we can associate a continuous
function |r|: |A| — |B| by

Ir|(z) :=={be B|r(U,b) for someU C z }.
We call |r|(z) the application of r to z.
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(b) Conversely, with any continuous function f: |A| — |B| we can associate
an approximable map f: A — B by

fU,b) = (b e f(T)).
These assignments are inverse to each other, i.e., f = |f] and r = |/7“\]

PROOF. Let r be an ideal of A — B; then by the theorem just proved
r is an approximable map. We first show that |r| is well-defined. So let
z € |Al.

|r|(2) is consistent: let by, ..., b, € |r|(z). Then there are Uy,...,U, C z
such that r(U;,b;). Hence U := Uy U---UU, C z and r(U,b;) by ax-
iom (c) of approximable maps. Now from axiom (a) we can conclude that
{bl, c. ,bn} € Congp.

|7|(%) is deductively closed: let by,...,b, € |r|(2) and {b1,...,bn} Fp b.
We must show b € |r|(2). As before we find U C z such that r(U,b;). Now
from axiom (b) we can conclude (U, b) and hence b € |r|(2).

Continuity of |r| follows immediately from part (b) of the lemma above,
since by definition |r| is monotone and satisfies PF'S.

Now let f: |A| — |B| be continuous. It is easy to verify that f is indeed
an approximable map. Furthermore

bel|fl(z) < f(Ub)  for some U C z
< be f(U) for some U C 2
< b€ f(z) by monotonicity and PFS.
Finally, for any approximable map r: A — B we have
r(U,b) <> 3y,mr(V,b) by axiom (c) for approximable maps
< be|r|(U)

—

< [r|(U,0),
so T = \/7“\| (]
Moreover, one can easily check that
ros:={(Uc) | Iv(U,V)CsA(V,ec)er)}
is an approximable map (where (U, V) := {(U,b) | b€ V }), and

ros|=lrlols|, fog=/fog.
We usually write r(z) for |r|(z), and similarly f(U,b) for f(U,b). It
should always be clear from the context where the mods and hats should be
inserted.
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2.1.4. Algebras and types. We now consider concrete information
systems, our basis for continuous functionals.

Types will be built from base types by the formation of function types,
p — o. As domains for the base types we choose non-flat and possibly
infinitary free algebras, given by their constructors. The main reason for
taking non-flat base domains is that we want the constructors to be injective
and with disjoint ranges. This generally is not the case for flat domains.

DEFINITION (Types). We inductively define type forms

pyoi=alp—=o|pe((pi)v<n, — i<k

with «a, & type variables and k& > 1. Note that (p,),<n — o means py —
... = pn—1 — 0, associated to the right. Let TV(p) denote the set of (free)
type variables in p. We define SP(«, p) “a occurs at most strictly positive
in p” by induction on p.

a ¢ TV(p) SP(a,0) SP(«, piy) foralli < k, v <n;
SP(a,p — 0) SP (v, e ((piv)v<n; = &)i<k)
Now we can define Ty(p) “p is a type”, again by induction on p.
Ty(p) Ty(o) Ty(piv) and SP(E, piy) for all i < k, v < n;
Ty(p — o) Ty (e ((piv)v<n; = E)i<k)

SP(a, )

Ty(a)

We call

L= M{((piu)v<ni — f)z<k
an algebra. Sometimes it is helpful to display the type parameters and write
u(a, B ), where &, 5 are all type variables except & free in some p;,, and &
are the ones occuring only strictly positive. If we write the i-th component
of ¢ in the form (pi,(€))v<n, — &, then we call

(piu(b)>l/<ni — L
the i-th constructor type of ¢.

In (piv(&))v<n;, — & we call p;,(€) a parameter argument type if £ does
not occur in it, and a recursive argument type otherwise. A recursive argu-
ment type p;,(§) is nested if it has an occurrence of £ in a strictly positive
parameter position of another (previously defined) algebra, and unnested
otherwise. An algebra ¢ is called nested if it has a constructor with at least
one nested recursive argument type, and unnested otherwise.

EXAMPLES.
U = peé (unit),

B = (&€ (booleans),
N = pe(€, € =€) (natural numbers, unary),
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P = pe(§, =66 —€) (positive numbers, binary),
D :=pue(§, =€ =9 (binary trees, or derivations),
O =pe(§, =6 (N=E) = &) (ordinals),
To: =N, Ty :=pe&,(Th =& —§) (trees).
Examples of algebras strictly positive in their type parameters are
I(a) = pe(a—§) (identity),
L(a) == pe(6a > €& (lists),
axfi=pla—B—=E) (product),
a+Bi=pela—s&B—E)  (sum).
An example of a nested algebra is
T := pe(L(§) = &) (finitely branching trees).

Note that T has a total inhabitant since L(«) has one (given by the []
constructor).

Let p be a type; we write p(d) for p to indicate its dependence on
the type parameters @. We can substitute types & for @, to obtain p(& ).
Examples are L(B), the type of lists of booleans, and N x N, the type of
pairs of natural numbers.

Note that often there are many equivalent ways to define a particular
type. For instance, we could take U+ U to be the type of booleans, L(U) to
be the type of natural numbers, and L(B) to be the type of positive binary
numbers.

For every constructor type of an algebra we provide a (typed) constructor
symbol C;. In some cases they have standard names, for instance

B ffB  for the two constructors of the type B of booleans,
ON, SN=N " for the type N of (unary) natural numbers,

1P, 5P=P SP=P  for the type P of (binary) positive numbers,
00,5970 gupMN=0)=0 51 the type O of ordinals,

%), cons? L)L) for the type L(p) of lists,

(Inlye)? 7777, (Inr,)? 7P+ for the sum type p + o,

Branch: L(T) — T for the type T of finitely branching trees.

An algebra form ¢ is structure-finitary if all its argument types p;, are
not of arrow form. It is finitary if in addition it has no type variables. In
the examples above U, B, N, P and D are all finitary, but O and T,
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are not. L(p), p x o and p + o are structure-finitary, and finitary if their
parameter types are. The nested algebra T above is finitary.

An algebra is explicit if all its constructor types have parameter argu-
ment types only (i.e., no recursive argument types). In the examples above
U, B, p x 0 and p + o are explicit, but N, P, L(p), D, O, T, +; and T are
not. We will also need the notion of the level of a type, which is defined by

lev(t) :== 0, lev(p — o) := max{lev(c),1 + lev(p)}.
Base types are types of level 0, and a higher type has level at least 1.

2.1.5. Partial continuous functionals. For every type p we define
the information system C, = (C,, Con,,t,). The ideals z € |C,| are the
partial continuous functionals of type p. Since we will have C; = C, —
C, the partial continuous functionals of type p — ¢ will correspond to the
continuous functions from |C,| to |Cy| w.r.t. the Scott topology. It will not
be possible to define C|, by recursion on the type p, since we allow algebras
with constructors having function arguments (like O and Sup). Instead, we
shall use recursion on the “height” of the notions involved, defined below.

DEFINITION (Information system of type p). We simultaneously define
C,, Cyss, Con, and Con,_,-.

(a) The tokens a € C, are the type correct constructor expressions Caj ... a},

where a] is an extended token, i.e., a token or the special symbol * which
carries no information.

(b) The tokens in C,_,, are the pairs (U, b) with U € Con, and b € C,.

(c) A finite set U of tokens in C, is consistent (i.e., € Con,) if all its elements
start with the same constructor C, say of arity 1 — ... = 7, = ¢, and
all U; € Cony, for i = 1,...,n, where U; consists of all (proper) tokens
at the i-th argument position of some token in U = {Ca%, ..., CaZ }.

(d) {(Ui,b;) | i € I} € Conyyy is defined to mean V(.. ; U; € Con, —
{bj|jeJ}eCon,).

Building on this definition, we define U -, a for U € Con, and a € C,,.

(e) {Ca_”{, ..., Cai,} F, C'a* is defined to mean C = C/, m > 1 and U; - af,
with U; as in (c) above (and U F * taken to be true).

(f) W Fpse (U,b) is defined to mean WU F, b, where application WU
of W = {(U;,b;) | i € I} € Con,,, to U € Con, is defined to be
{b; | U F, U; }; recall that U - V abbreviates Y,y (U F a).

jeJ

If we define the height of the syntactic expressions involved by
|Cal...an| :==1+max{|aj||i=1,...,n}, |« |:=0,
(U, b)] := max{1 + U], 1+ [b]},
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S5(5(50))

S(S0) S(S(Sx))
S0

0 e S'x
FI1GURE 1. Tokens and entailment for N

[{ai|iel} :=max{1+l|a;||iel},
U+ a| := max{1 + |U[, 1+ |al},

these are definitions by recursion on the height.
It is easy to see that (C,, Cony,t,) is an information system. Observe
that all the notions involved are computable: a € C,, U € Con, and U -, a.

DEFINITION (Partial continuous functionals). For every type p let C, be
the information system (C),, Conp,F,). The set |C,| of ideals in C, is the set
of partial continuous functionals of type p. A partial continuous functional
x € |C)p| is computable if it is recursively enumerable when viewed as a set
of tokens.

Notice that we have C,_,, = C, = Cy, as defined generally for infor-
mation systems.

For example, the tokens for the algebra N are shown in Figure 1. For
tokens a,b we have {a} F b if and only if there is a path from a (up) to
b (down). As another (more typical) example, consider the algebra D of
derivations with a nullary constructor 0 and a binary C. Then {C0x,Cx0}
is consistent, and {CO0x, Cx0} - CO0O.

2.1.6. Constructors as continuous functions. Let ¢ be an algebra.
Every constructor C generates the following ideal in the function space:

re = {(U,Ca*) | U+ a*}.
Here (U, a) abbreviates (Uy, (Us, ... (Up,a)...)).

According to the general definition of a continuous function associated
to an ideal in a function space the continuous map |rc| satisfies
rl(#) = { Ca* | pes(@ F a¥) ).
An immediate consequence is that the (continuous maps corresponding to)
constructors are injective and their ranges are disjoint, which is what we
wanted to achieve by associating non-flat rather than flat information sys-
tems with algebras.
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LEMMA (Constructors are injective and have disjoint ranges). Let ¢ be
an algebra and C be a constructor of . Then

rel(@) € [rel(¥) < ¥ C ¥

If Cy1,Cy are distinct constructors of v, then |rc, [(Z) # |rc,|(¥), since the
two ideals are non-empty and disjoint.

PRroOF. Immediate from the definitions. O

REMARK. Notice that neither property holds for flat information sys-
tems, since for them, by monotonicity, constructors need to be strict (i.e.,
if one argument is the empty ideal, then the value is as well). But then we
have

’TC|(@7 y) = @: |TC|($>@)>
e, [(0) = 0 = [rc,|(0)

where in the first case we have one binary and, in the second, two unary
constructors.

2.1.7. Total and cototal ideals in a finitary algebra. In the infor-
mation system C, associated with an algebra ¢, the “total” and “cototal”
ideals are of special interest. Here we give an explicit definition for fini-
tary algebras. For general algebras totality can be defined inductively and
cototality coinductively.

Recall that a token in ¢ is a constructor tree P possibly containing the
special symbol *. Because of the possibility of parameter arguments we need
to distinguish between “structure-” and “fully” total and cototal ideals.
For the definition it is easiest to refer to a constructor tree P(x) with a
distinguished occurrence of *. This occurrence is called non-parametric if
the path from it to the root does not pass through a parameter argument
of a constructor. For a constructor tree P(x), an arbitrary P(Ca*) is called
one-step extension of P(x), written P(Ca*) =1 P(x).

DEFINITION. Let ¢ be an algebra, and C, its associated information
system. An ideal z € |C,| is cototal if every constructor tree P(x) € x has a
>1-predecessor P(C¥) € x; it is called total if it is cototal and the relation
1 on z is well-founded. It is called structure-cototal (structure-total) if the
same holds with >; defined w.r.t. P(x) with a non-parametric distinguished
occurrence of .

If there are no parameter arguments, we shall simply speak of total
and cototal ideals. For example, for the algebra N every total ideal is
the deductive closure of a token S(S...(S0)...), and the set of all tokens
S(S...(S%)...) is a cototal ideal. For the algebra L(IN) of lists of natural
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numbers the total ideals are the finite lists and the cototal ones the finite
or infinite lists. For the algebra D of derivations the total ideals can be
viewed as the finite derivations, and the cototal ones as the finite or infinite
“locally correct” derivations of Mints (1978); arbitrary ideals can be viewed
as “partial” or “incomplete” derivations, with “holes”.

Call a partial continuous functional total if it maps total arguments into
total values, and cototal if it maps cototal arguments into cototal values.

2.2. A term language for computable functionals

To work with computable functionals in a formal theory we need to have
a language to denote them. Again lambda calculus is the appropriate tool,
this time extended by constants for computable functionals.

Recall that a partial continuous functional is defined to be computable
if it is the limit of a recursively enumerable set of finite approximations.
We introduce a convenient way to define computable functionals, by means
of defining equations or more precisely, computation rules. Therefore we
extend the term language by constants D defined by certain “computation
rules”, as in (Berger et al., 2003; Berger, 2005). The resulting term system
can be seen as a common extension of Gédel’s T (1958) and Plotkin’s PCF;
we call it T™.

2.2.1. Structural recursion operators and Godel’s T. We begin
with a discussion of particularly important examples of such constants D,
the (structural) higher type recursion operators R introduced by Hilbert
(1925) and Godel (1958). They are used to construct maps from the algebra
¢ to 7, by recursion on the structure of . For instance, Ry has type N —
T — (N — 7 — 7) = 7. The first argument is the recursion argument, the
second one gives the base value, and the third one gives the step function,
mapping the recursion argument and the previous value to the next value.
For example, Rﬁnm)\mp(Sp) defines addition m + n by recursion on n. For
Anp(Sp) we often write A_,(Sp) since the bound variable n is not used.

Generally, we define the type of the recursion operator R for the algebra
= 1 ((Piv(€) s — E)ic and result type T to be

v = ((Piv (6 X T))yzn; = T)ick = T

Here ¢ is the type of the recursion argument, and each (p;, (¢ X 7))p<pn, — T is
called a step type. Usage of ¢+ X 7 rather than 7 in the step types can be seen
as a “strengthening”, since then one has more data available to construct
the value of type 7. Moreover, for unnested recursive argument types & — 7
we avoid the product type in & — ¢ X 7 and take the two argument types
& — v and ¢ — 7 instead (“duplication”).
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For some algebras we spell out the type of their recursion operators:

Rg:B—>7—7—>T,

Ry N7 N->727)—>T,

Rp:Po17—>P-o>17>17)>P>7—>7)>T,

Rp:D—w7—->D—-7->D—>7—>7) =T,

Ro:0—-7—-0O0—=7—=7)=>(N—-0)>(N—=7)—>71)—>T,

£(p): Lip) >7—=(p—=L(p) >7—>71)>T,

Ryigipto—=(p—T1)— (c=71)—>T,

RiyxgipXo—=(p—0—=T)—>T,

Re:T—(L(TX7T)—>7)—>T.

There is an important variant of recursion, where no recursive calls oc-
cur. This variant is called the cases operator; it distinguishes cases according

to the outer constructor form. For the algebra ¢ = g ((piv (§))v<n; — &)ick
and result type 7 the type of the cases operator C] is

= ((piv(£)v<n; = T)ick = T
The simplest example (for type B) is if-then-else. Another example is
ChNN=>7—-(N->71)—>T

It can be used to define the predecessor function on N, i.e., PO := 0 and
P(Sn) :=n, by the term

Pm := CNmO(\,n).

REMARK. When computing the value of a cases term, we do not want
to (eagerly) evaluate all arguments, but rather compute the test argument
first and depending on the result (lazily) evaluate at most one of the other
arguments. This phenomenon is well known in functional languages; for
instance, in SCHEME the if-construct is called a special form (as opposed
to an operator). Therefore instead of taking the cases operator applied to a
full list of arguments, one rather uses a case-construct to build this term;
it differs from the former only in that it employs lazy evaluation. Hence the
predecessor function is written in the form

[case m™ of (0 + 0 | Sn — n)].
We shall also need map operators. Let p(d) be a type and & strictly

positive type parameters. We define

F—T

Aap(@): P0) = (G = T) = p(T)
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(where (6 — 7) — p(7) means (o1 = 71) = ... = (0, = ) = p(T)). If
none of @ appears free in p(a&) let

K_;T af =z

Otherwise we use an outer recursion on p(@) and if p(@) is ¢(d@) an inner

one on z. In case p(@) is ¢(d ) we abbreviate M" ar@) by MT=T or MZE).
The immediate cases for the outer recursion are

MJ—M'l,f _ fz MJ—M’_)’D)hfx i’:p?(hx)f’

"az

—

It remains to consider ¢(7(&)). In case (@) is not & let

—

laayef = MO O (MIZT o Ficr)

with M""T @) = Mij:(a)xf. In case (@) is @ we use recursion on
a’tt

x and deﬁne for a constructor C;: (pi(7,(F)))v<n; — L(G)
M (Cidt) |

to be the result of applying C; of type (piv (7, t(7)))v<n, — ¢(T) (the same
constructor as C; with only the type changed) to, for each v < n;,

M ()—”'LT wf(MJ—M' f)

A&, pPiv (a,p

Note that the final function argument provides the recursive call w.r.t. the
recursion on x.

ExAMPLE. We write z :: [ as shorthand for cons(z, ).
M£(o‘)[]fa_>7 = Ha
M,y (@7 LN Fo=T = (fz) o (ML]).

DEFINITION. Terms of Gédel’s T for nested algebras are inductively
defined from typed variables ¥ and constants for constructors C;, recursion

operators R, cases operators C; and map operators Mf:: by abstraction
Aer M and application MP77 NP,

The set FV(M) of free variables of a term M is defined by
FV(z) := {z},

FV(C):=0 for C constructor or a recursion, cases or map operator,

FV(AM)Z V(M) \ {z},
FV(MN) :=FV(M) UFV(N).



34 2. COMPUTABILITY

2.2.2. Conversion. We define a conversion relation —, between terms
of type p by
(7) (AsM(z))N — M(N),

(8) Aeg(Mz)— M if x ¢ FV(M) (M not an abstraction),
) RICIN)M = MM T N (2t RTeM))y<n,

where (piy(t))y<n; — ¢ is the type of the i-th constructor C;.
In the special case p;, (@) = a we can avoid the product type and instead
of the pair

M TN (e, RTaM) e, (Nf, RNy M)

take its two components N}, and RLTNWM as separate arguments of M;.
The rule (7) is called S-conversion, and (8) n-conversion; their left hand
sides are called [3-redezxes or n-redezxes, respectively. The left hand side of (9)
is called R-redex; it is a special case of a redex associated with a constant D
defined by “computation rules” (cf. 2.2.4), and hence also called a D-redez.
We give some examples of what can be defined in Godel’s T. The pro-
jections of a pair to its components can be defined by

MO = RY o MP* (Agp yoa?), M1 :=R5, ,MP*7 (N yoyf?).

pXaT
The append function * for lists satisfies the equations

[] % 1o :=lg, (xly) *ly:=a = (I1 *l2).
It can be defined as the term

b by = Ry hlaAs_p(a = p).

Here “_” is taken for a bound variable which is not used. Using the append
function * we can define list reversal Rev by
Rev(]]) =], Rev(z :: 1) := Rev(l) * (x :: []).

The corresponding term is

Rev(l) := Rigg;l [Ae,_p(p* (z::]])).

Assume we want to define by simultaneous recursion two functions on N,
say even,odd: N — B satisfying

even(0) := tt, odd(0) := ff,
even(Sn) := odd(n), odd(Sn) := even(n).

This can be achieved using pair types: we recursively define the single func-
tion evenodd: N — B x B by evenodd m := Rp*Bm(tt, ff)\, ,(p1, p0).
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General recursion with respect to a measure. In practice it often hap-
pens that one needs to recur to an argument which is not an immediate
component of the present constructor object; this is not allowed in struc-
tural recursion. Of course, in order to ensure that the recursion terminates
we have to assume that the recurrence is w.r.t. a given well-founded set; for
simplicity we restrict ourselves to the algebra N. However, we do allow that
the recurrence is with respect to a measure function p, with values in N.
The operator F of general recursion then is defined by

(10) FuzG = Gz (A [if py < px then FuyG else €)),

where € denotes a canonical inhabitant of the range. We leave it as an
exercise to prove that F is definable from an appropriate structural recursion
operator.

2.2.3. Corecursion. One can show that an arbitrary “reduction se-
quence” beginning with a term in Godel’s T terminates. For this to hold
it is essential that the constants allowed in T are restricted to constructors
C and recursion, cases and map operators R, C, M. A consequence is that
every closed term of a base type denotes a total ideal. The conversion rules
for R (cf. 2.2.2) work from the leaves towards the root, and terminate be-
cause total ideals are well-founded. If, however, we deal with cototal ideals
(infinitary derivations, for example), then a similar operator is available to
define functions with cototal ideals as values, namely “corecursion”.

To understand the type of a corecursion operator recall the constructor
types k;i(¢) of an algebra ¢ = pe(Ko, ..., Kk—1):

(piv())y<n; = v (i <K).
The product of these k constructor types is isomorphic to
> I rmw—.
i<k v<n,;
and the type of the recursion operator R is isomorphic to
L—)(Z H piv(L X T) = T) = T.
1<k v<n,;

Dually for the algebra ¢ the type of its destructor D, (disassembling a
constructor-built object into its parts) is

L — Z H piv(L).

i<k v<mn;
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The corecursion operator ““R] is used to construct a mapping from 7 to ¢
by “corecursion” on the structure of . Its type is

T — (7‘—>Z H pi(L+T)) = ¢
i<k v<n;

We list the types of the corecursion operators for some algebras:
“Rp:7—(1—-U+U)—> B,
ORNy:T—=(T—=>U+(N+71)) =N,
“Rp:7—=>(r—->U+P+71)+(P+1)) =P,

“Rp: 7= (1T—=>U+D+7)x (D+71)) — D,

Rip: T (1= U+px(L(p)+7)) — L(p).
The conversion relation for each of these is defined below. For f: p — 7 and
g: o — 7 we denote \;(R},xfg) of type p+ o — 7 by [f, g], and similary
for ternary sumtypes etcetera. xg, x1 are shorthand for the two projections

of x of type p x 0. The identity functions id below are of type ¢ — ¢ with ¢
the respective algebra.

ORENM — [Att, A ff|(MN),
ORINM - [\ 0, A (S(HANN, A (CREyM)]2))|(MN),
CRpNM — [A1,X:(So([id, Pplz)), A (S1([id, Pp]x))|(MN),
CRHNM — [A0, )\ (C([id, Pp]zo)([id, Pp]x1))](MN),
OREy NM = [\ [l Ae (o i, Ay (CRE, yy M)} )| (M),
with P, := )\ y(““RLyM) for a € {P,D}.
2.2.4. A common extension TT of G6del’s T and Plotkin’s PCF.
Terms of TT are built from (typed) variables and (typed) constants (con-

structors C or defined constants D, see below) by (type-correct) application
and abstraction:

M, N := xP ‘ Cr ‘ DP ‘ ()\xpMU)p_m ‘ (Mp_mNp)U,

DEFINITION (Computation rule). Every defined constant D comes with
a system of computation rules, consisting of finitely many equations

(11) DB (ji)=M; (i=1,...,n)

with free variables of ]31(7]1) and M; among ¥;, where the arguments on the
left hand side must be “constructor patterns”, i.e., lists of applicative terms
built from constructors and distinct variables. To ensure consistency of the
defining equations, we require that for ¢ # j P, and ]3] have disjoint free
variables, and either P, and ]3J are non-unifiable (i.e., there is no substitution
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which identifies them), or else for the most general unifier ¥ of P; and ﬁ]
we have M;¥ = M;9). Notice that the substitution ¥ assigns to the variables
7; in M; constructor patterns Rj(Z) (k = i,7). A further requirement on a
system of computation rules DP;(§;) = M; is that the lengths of all Pi(%;)
are the same; this number is called the arity of D, denoted by ar(D). A
substitution instance of a left hand side of (11) is called a D-redex.

More formally, constructor patterns are defined inductively by (we write
P(%) to indicate all variables in P):
(

) x is a constructor pattern.

) The empty list is a constructor pattern.

(c) If P(#) and Q(7) are constructor patterns whose variables & and i are
disjoint, then (]3, Q)(Z,7) is a constructor pattern.

(d) If Cis a constructor and P a constructor pattern, then so is Cﬁ, provided
it is of ground type.

REMARK. The requirement of disjoint variables in constructor patterns
15;- and ]3] used in computation rules of a defined constant D is needed to
ensure that applying the most general unifier produces constructor patterns
again. However, for readability we take this as an implicit convention, and
write computation rules with possibly non-disjoint variables.

Examples of constants D defined by computation rules are abundant. In
particular, the map and (structural) recursion operators can be viewed as
defined by computation rules, which in this case are called conversion rules;
cf. 2.2.2.

The boolean connectives andb, impb and orb are defined by

tt andb y =y, ) t orb y = i,
ff impb y = tt,

r andb tt = z, ] x orb tt = tt,
tt impb y =y,

ff andb y = ff, . ff orby =y,
T impb tt = tt,

x andb ff = ff, x orb ff = x.

Notice that when two such rules overlap, their right hand sides are equal
under any unifier of the left hand sides.

Decidable equality =,: « — ¢+ — B for a finitary algebra ¢ can be defined
easily by computation rules. For example,

(0 =N 0) =1, (Sn =N 0) = ff,
(0 =N Sm) = ff, (Sn =N Sm) = (n=Nm).
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For the algebra D of binary trees with constructors 0 (leaf) and C (construct
a new tree from two given ones) we have

(0 =D 0) =1, (Cab =D 0) = ff,

(0 =p Cab) = ff, (Cab=p Cd't') = (a =p @’ andb b =p V).
The predecessor functions introduced in 2.2.1 by means of the cases-operator
C can also be viewed as defined constants, for instance

PO =0, P(Sn) =n.
2.3. Denotational semantics

How can we use computation rules to define an ideal z in a function
space? The general idea is to inductively define the set of tokens (U, a) that
make up z. It is convenient to define the value [AzM], where M is a term
with free variables among Z. Since this value is a token set, we can define
inductively the relation (U, a) € [AzM].

For a constructor pattern P(Z) and a list V of the same length and
types as & we define a list ]3(17) of formal neighborhoods of the same length
and types as P(&), by induction on P(Z). x(V) is the singleton list V,
and for () we take the empty list. (P,Q)(V,W) is covered by the induction
hypothesis. Finally

(CP)(V) :={Cd* | aF € P(V}) if Pi(V}) # 0, and a* =  otherwise }.

We use the following notation. (U,a) means (Ui, (Us,...(Up,a))...),
and (U, V) C [A\gM] means (U, a) € [A\zM] for all (finitely many) a € V.

DEFINITION (Inductive, of (U, a) € [AzM]).

_Uika ), (U,V,a) € \aM] (U,V) C [XzN] ().
(T, a) € [hsi] (0,a) € Pe(MN)]
For every constructor C and defined constant D we have
Vka* (U,V,a) € \agM] W B(V)

(©), (D)

(U,V,Ca*) € [A:C] (0, W,a) € [\:D]
with one such rule (D) for every computation rule DP(j) = M.

This “denotational semantics” has good properties; however, we do not
carry out the proofs here (cf. Appendix A or Schwichtenberg and Wainer
(2012)). First of all, one can prove that [AzM] is an ideal . Moreover, our
definition above of the denotation of a term is reasonable in the sense that
it is not changed by an application of the standard (f- and 7n-) conversions
or a computation rule.



CHAPTER 3

A theory of computable functionals

After getting clear about the domains we intend to reason about, the
partial continuous functionals and in particular the computable ones, we
now set up a theory to prove their properties. The main concept is that of
an inductively defined predicate.

3.1. Predicates and formulas

To properly introduce inductively defined predicates we first have to
define what predicates and formulas are, and also the concept of strictly
positive occurrences of predicate variables.

When we want to make propositions about computable functionals and
their domains of partial continuous functionals, it is perfectly natural to take,
as initial propositions, ones formed inductively or coinductively. However,
for simplicity we postpone the treatment of coinductive definitions and until
then deal with inductive definitions only. For example, in the algebra N we
can inductively define totality by the clauses

TNO, VH(TNn — TN(STL)).
Its least-fixed-point scheme will now be taken in the form
Vo (Tnn — A(0) — YV (ITnn — A(n) — A(Sn)) — A(n)).

The reason for writing it in this way is that it fits more conveniently with the
logical elimination rules, which will be useful in the proof of the soundness
theorem. It expresses that every “competitor” {n | A(n)} satisfying the
same clauses contains 7. This is the usual induction schema for natural
numbers, which clearly only holds for “total” numbers (i.e., total ideals in
the information system for IN). Notice that we have used a “strengthened”
form of the “step formula”, namely V,(Twyn — A(n) — A(Sn)) rather
than V,(A(n) — A(Sn)). In applications of the least-fixed-point axiom this
simplifies the proof of the “induction step”, since we have the additional
hypothesis T'(n) available. Totality for an arbitrary algebra can be defined
similarly.
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Generally, an inductively defined predicate I is given by k clauses, which
are of the form

Ki =Y, ((Aiw (D)), = I75) (i < ).

Our formulas will be defined by the operations of implication A — B
and universal quantification V, A from inductively defined predicates u <K ,
where X is a “predicate variable”, and the K; are “clauses”. Every predicate
has an arity, which is a possibly empty list of types.

DEFINITION (Predicates and formulas). By simultaneous induction we
define predicate forms

P,Q =X [{T] A} | px (Ve (Ai)yan, = XTi))ick
and formula forms
A,B:=Pr|A— B|VY,A

with X a predicate variable, kK > 1 and Z; all free variables in (A, )y<n;, —
X7 (it is not necessary to allow object parameters in inductively defined
predicates, since they can be taken as extra arguments). Let C' denote both
predicate and formula forms, and PV(C') denote the set of (free) predicate
variables in C'. We define SP(Y,C) “Y occurs at most strictly positive in
C” by induction on C.

SP(Y, X) SP(Y, A) SP(Y, Ay,) for all i<k, v<n;

’ SP(Y,{Z|A})  SP(Y,pux (Ve ((Aiw)van; = XTi))ick)
SP(Y, P) Y ¢ PV(A) SP(Y,B) SP(Y, A)
SP(Y, PF) SP(Y,A — B) SP(Y,V,A)

Now we can define P(P) “P is a predicate” and F(A) “A is a formula”,
again by simultaneous induction.

F(A)
P{Z|A})
F(A;) and SP(X, Ay) for all i<k, v<n; P(Q,R)

P(I(7,Q, R))

P(P) F(4) F(B) F(A)
F(Pr) F(A— B) F(VzA)

P(X)

with
Ia,Y,Z) = px(Vz,((Aiv)v<n; = XT5))i<k
where ?,Z are all predicate variables free in some A;, except X, and Y

are the ones occuring only strictly positive. We call I an inductively defined
predicate or shortly inductive predicate.
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Here A — B means Ay — -+ — A,_1 — B, associated to the right. The
terms 7 are those introduced in 2.2.4, i.e., typed terms built from variables
and constants by abstraction and application, and (importantly) those with
a common reduct are identified. In Vz((A,(X))v<n — X7) we call 4, (X)
a parameter premise if X does not occur in it, and a recursive premise
otherwise. A recursive premise A,(X) is nested if it has an occurrence of
X in a strictly positive parameter position of another (previously defined)
inductive predicate, and unnested otherwise. An inductive predicate I is
called nested if it has a clause with at least one nested recursive premise,
and unnested otherwise.

A predicate of the form {# | C'} is called a comprehension term. We
identify { Z | C(#) }7 with C (7). For a predicate C of arity (p, ) we write
Cr for {y | Cry}. An inductive predicate is finitary if its clauses have
recursive premises of the form X§ only.

REMARK (Substitution for predicate parameters). Let C(X) be a pred-
icate or formula and P be predicates of the same arities as X. By induction
on C one can see easily that C'(P) is a predicate or formula again.

ExXaAMPLES. The even numbers are inductively defined by
Even := pux (X0,V,(Xn — X(S(Sn)))).
Let < be a binary relation. Its transitive closure is inductively defined by
TCx = pux(Voy(z <y = Xay),Voy.(x <y = Xyz - Xzz)).

An important example of an inductive predicate is (Leibniz) equality.
But a word of warning is in order here: we need to distinguish four separate
but closely related equalities.

(i) Firstly, defined function constants D are introduced by computation
rules, written [ = r, but intended as left-to-right rewrites.

(ii) Secondly, we have Leibniz equality =9 inductively defined below.

(iii) Thirdly, pointwise equality between partial continuous functionals will
be defined inductively as well.

(iv) Fourthly, if I and r have a finitary algebra as their type, [ = r can be
read as a boolean term, where = is the decidable equality defined in
2.2.4 as a boolean-valued binary function.

We define Leibniz equality by
EqD = px (Vo Xzx).
Existence, intersection and union can be defined inductively by
Exy =ux(V.(Yz — X)),
Capy, = ux(Vz(Y7 = Z7 — X7)),
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Cupy. ;= px (Vz(YZ — X7), Vz(Z% — X1)).
We will use the abbreviations
(z =d y) := EqD(z, ), PNQ:=Cappy,
32 A = Exgyay, PUQ = Cuppg-

3.2. Axioms

We define a theory of computable functionals, called TCF. Formulas
are those in F defined above, involving typed variables. Derivations use the
rules of minimal logic for — and V, and the following axioms. For each
inductive predicate, there are “closure” or introduction axioms, together
with a “least-fixed-point” or elimination axiom. In more detail, consider an
inductive predicate

Ii= px (Vz (A (X))van, = XT5))i<k-
For every i < k we have a clause (or introduction axiom)
(12) L7 Ve, ((Aw(I))van, = IT).
Moreover, we have an elimination axiom
(13) I™:Vz(IZ — (Vz, (A (I N X))pen, = X75))ick = XT)

(I N X was inductively defined above). Here X can be thought of as a
“competitor” predicate. We take all substitution instances of Iz-+ , I (wer.t.
substitutions for type and predicate variables) as axioms.

EXAMPLES. (i) For the even numbers defined by
Even := pux(X0,V,(Xn — X(S(Sn))))
the introduction axioms are
Even(0), V,(Even(n) — Even(S(Sn)))
and the elimination axiom is
Vn(Even(n) — X0 — ¥, (Even(n) - Xn — X(S(Sn))) — Xn).

(ii) The transitive closure TC< of a binary relation < was defined in-
ductively by

TCL = ux(Vay(z <y = Xay),Vay.(x <y = Xyz = Xaz)).
The introduction axioms are

Vaoy(z <y — TCL(z,vy)),
Vay:(x <y —TCL(y,z) = TC<(x, 2))
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and the elimination axiom is
V$7ZI(TC-<(:E7 y) — vx,y(w <y — Xxy) —

Vayz(x <y —TCi(y,2) = Xyz = Xaz) =
Xzy).
(iii) Leibniz equality was defined above by
EqD = pux (Vo Xzx).
The introduction axiom is
V(2P =4 2°)
and the elimination axiom
Vey(z =4y = Vo Xaxr — Xay),
where z =4 3 abbreviates EqD(p)(z”, y*).
LEMMA (Compatibility of EqD). V., (z =4y — A(z) — A(y)).
ProoOF. Exercise. (]

Using compatibility of EqD one easily proves symmetry and transitivity.
Define falsity by F := (ff =4 ).

THEOREM (Ex-falso-quodlibet). For every formula A we can derive F —
A from assumptions Efqy : Vz(F — Y &) for predicate variables Y in A, and
Efq;: Vz(F — IZ) for inductive predicates I without a nullary clause.

PRrOOF. We first show that F — 2# =4 y?. To see this, we first obtain
Reffry =d Rgffry from the introduction axiom. Then from ff =4 it we
get Rgttzy =4 Rpffry by compatibility. Now Rpttzy converts to x and
Rgffry converts to y. Hence z =4 4P since we identify terms with a
common reduct.

The claim can now be proved by induction on A € F. Case Is. If I
has no nullary clause take Efq;. Otherwise let K; be the nullary clause,
with final conclusion I7. By induction hypothesis from F we can derive all
parameter premises. Hence It. From F we also obtain s; =9 t;, by the
remark above. Hence IS by compatibility. The cases Y5, A — B and VA
are obvious. O

A crucial use of the equality predicate EqD is that it allows us to lift a
boolean term B to a formula, using atom(rB) := (B =9 ). This opens
up a convenient way to deal with equality on finitary algebras. The com-
putation rules ensure that, for instance, the boolean term Sr =N Ss, or
more precisely =n(S7, Ss), is identified with r =n s. We can now turn this
boolean term into the formula (Sr =n Ss) =4 tt, which again is abbreviated
by Sr =n Ss, but this time with the understanding that it is a formula.
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Then (importantly) the two formulas Sr =N Ss and r =N s are identified
because the latter is a reduct of the first. Consequently there is no need to
prove the implication Sr =N Ss — r =N s explicitly.

EXAMPLES (continued). (iv) Let < be a binary relation. Its accessible
part is inductively defined by
Accs = pux (Vo (Vy<a Xy — Xx)).
The introduction axiom is
Vo (Vy<aAcc<(y) = Acex(z)),
where V, ;A stands for V,(y < z — A). The elimination axiom is
Va(Acex(x) = Vo (Vy<zAcc<(y) = Vy<o Py = Xz) = Xx).
(v) Existence, intersection and union were defined inductively by
Exy =uxV:(Yz— X)),
Capy z == ux(Vz(YZ — Z7% — X)),
Cupy y == ux(VzY% — X&, Z — XT)
together with the abbreviations
3z A = Exqgay,
PNQ:=Cappyg,
PUQ :=Cuppg.

For nullary predicates P = {| A} and Q = {| B } we write AA B for PNQ
and AV B for PUQ. Then — as in Chapter 1 — the introduction axioms are

Ve (A — 3, A),
A— B— ANAB,
A— AV B, B—AVB
and the elimination axioms
3, A -V, (A—B)— B (x ¢ FV(B)),
ANB—(A—-B—C)—C,
AVB— (A—-C)— (B—C)—C.

3.3. Totality and induction

We now inductively define general totality predicates. Let us first look
at some examples. The clauses! defining totality for the algebra N are

TNO, Vn(TNn — TN(STL))

1They will be refined in 4.1.4, when decorations are available.
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The least-fixed-point axiom is
Vo (ITnn — X0 — Vp(Tnn — Xn — X (Sn)) — Xn).

Clearly the partial continuous functionals with Ty interpreted as the total
ideals for N provide a model of TCF extended by these axioms.
For the algebra D of derivations totality is inductively defined by

0P,  V.(Tpz — Yy(Tpy — Tn(CP7P7Pay))),
with least-fixed-point axiom
Vy(Tpr — XO0P —
Ve(Tpz — Xz — Y, (Tpy — Xy — X(CP7P7DPay))) —
Xz).
Again, the partial continuous functionals with Tp interpreted as the total

ideals for D (i.e., the finite derivations) provide a model.
Generally we define by induction on the type p

(i) RT, called relative totality and its special case T}, called (absolute)
totality, and
(ii) ST, called structural totality.

The least-fixed-point axiom for ST, will provide us with the induction axiom
for the algebra .

The definition of RT, is relative to an assigment of c.r. predicate vari-
ables Y of arity («) to type variables a.

DEFINITION (Relative totality RT). Let ¢ = p¢(ko, ..., kk—1) € Alg(a)
with k; = (pu(&,€))v<n — & Then RT, := pux(Ko,..., K1), with

Ki :==Va((RT,, (Y, X)2,)yen — X (Ci))
and
RT,, (Y, X) =Y,
RT:(Y, X) == X,
RTyp(Y, X) := { | Va(Tow — RT,(Y, X)(fz)) }.

For important special cases of the parameter predicates Y we introduce
a separate notation. Suppose we want to argue about total ideals only. Note
that this only makes sense when when no type variables occur. However, to
allow a certain amount of abstract reasoning (involving type variables to be
substituted later by concrete closed types), we introduce special predicate
variables T, which under a substitution a + p with p closed turn into the
inductively defined predicate 7),. Using this convention we define totality
for an arbitrary algebra by specializing Y of arity (p) to 7).
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DEFINITION (Absolute totality T'). Let ¢ = p¢(ko, ..., kk—1) € Alg(a)
with x; = (pu (@, §))v<n — & Then T, := pux (Ko, ..., Kx_1), with

K; = va’:’((Tpu (X)xzz)u<n — X(sz))
and
To;(X) :=To;, Te(X) =X, Tosp(X):={f|Vellor — T,(X)(fr)) }.

Another important notion is structural totality, where in the clauses all
premises ending with Y are omitted.

DEFINITION (Structural totality ST). Let ¢ = pe(ko, ..., kr—1) € Alg(d)
with k; = (pu(&@,€))y<n — & Then ST, := ux (Ko, ..., K1), with

Ky = Ya((ST) (X)) — X (Ci)
and
ST, (X):={z| T} (will be omitted),
STe(X) == X,
STosp(X) i= { f | Va(STox — ST, (X)(f2)) }-

For example, the main clause for the predicate STy ,) expressing struc-
tural totality of lists of elements of type « is

Va1 (STa(X)x — STe(X) 1 = X(z :: 1))
T; omit X
where x :: [ is shorthand for cons(z,[). It leads to the introduction axiom
VLZ(STL(Q)Z — STL(a) (:L‘ o l))

with no assumptions on x.
The least-fixed-point axiom for STy, is

Vi (ST(1) = X([]) = Vau(STN X)) — X (z 2 1)) — X1V,
Written differently (with “duplication”) we obtain the induction axiom
Vi(ST(I) = X([]) = Vau(ST(l) = X1 — X (x = 1)) — XI10)

denoted Ind; x.

Note that in all these definitions we allow usage of totality predicates for
previously introduced algebras /. An example is totality T for the algebra
T of finitely branching trees. It is defined by the single clause

Vas(RT,(1y(Tr)(as) — Tr(Branch(as))).
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Clearly all three notions of totality coincide for algebras without type
parameters. Abbreviating V,(Tx — A) by V,er A we obtain from the eli-
mination axioms the usual induction axioms, for example

Ind,, a(p) ¢ Vper (A(t) — A(fF) — A(p®)),
Ind,, A(n): Vner(A(0) = Vner(A(n) — A(Sn)) — A(nY)).

Parallel to general recursion, one can also consider general induction,
which allows recurrence to all points “strictly below” the present one. For
applications it is best to make the necessary comparisons w.r.t. a “measure
function” u. Then it suffices to use an initial segment of the ordinals instead
of a well-founded set. For simplicity we here restrict ourselves to the segment
given by w, so the order we refer to is just the standard <-relation on the
natural numbers. The principle of general induction then is

(14) Yy zer(Progh A(z) — A(x))

where Progh A(x) expresses “progressiveness” w.r.t. the measure function p
and the order <:

PI‘OggA(JI) = vaceT(vyeT;uy<mﬁA(y) — A(‘T))

It is easy to see that in our special case of the <-relation we can prove (14)
from structural induction. However, it will be convenient to use general
induction as a primitive axiom.

3.4. Coinductive definitions

We now extend TCF by allowing coinductive definitions as well as in-
ductive ones. For instance, in the algebra N we can coinductively define
cototality by the clause

orn = n =40V 3, (n =% Sm A ©CTnm).
Its greatest-fixed-point axiom is
Xn —=VYo(Xn—=n=0Vv3,(n=2SmA (CTnymV Xm)) = “Tnn.

It expresses that every “competitor” X satisfying the same clause is a subset
of ““Tn. The partial continuous functionals with “7Ty interpreted as the
cototal ideals for N provide a model of TCF extended by these axioms.
The greatest-fixed-point axiom is called the coinduction axiom for natural
numbers.

Similarly, for the algebra D of derivations with constructors 0P and
CP=D=D cototality is coinductively defined by the clause

©Tpr — =10V 3y (x =4 Cyz A ©Tpy A “Tpz).
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Its greatest-fixed-point axiom is
Xz —Vo(Xz =2 =20V 3, (x =2 Cyz A (“Tpz V Xy) A
(“TpxV X2z))) = “Ip.

The partial continuous functionals with “°Tp interpreted as the cototal ideals
for D (i.e., the finite or infinite locally correct derivations) provide a model.

Generally, a coinductive predicate J is given by exactly one clause, which
is of the form

VeJT 5 W 35 I\ Al]).
i<k v<n;

However, here we do not need this generality, and restrict ourselves to a
special situation: every inductive predicate I gives rise to an important
example of a coinductive predicate, its dual or companion “°I. Let I be
inductively defined by the clauses

Vfi((Ail/<I))V<ni — Iﬁ) (Z < k)
The conjunction of these k clauses is equivalent to
Va(W 3z (@ =t A N\ Aw(D) — I7).
i<k v<n;
Now the dual “°I of I is coinductively defined by its closure axiom 1~ :
Vz(“IZ — \ 3z, (& =4 E A N A (°D))).
i<k v<ng
Its greatest-fized-point axiom ©IT is
Va(XZT — Va(XZ — W 3z (& =& A N A (°IV X))) — CIT).
i<k v<ng;
More precisely, we extend the definition of formulas and predicates in
Section 3.1 to also include the dual of an inductive predicate I, defined by

©1(@,Y,Z) = vx (Y, (An)van, = X77))ick.

The proof of the ex-falso-quodlibet theorem in Section 3.2 can be ex-
tended to also cover °°I, even in cases where no nullary clause is present.
To see this, use the greatest-fixed-point axiom for ®I with XZ := F. Then
any 3z(Z =1 A Nyep Av(©I V X)) is provable, since £ =4 ¢ is, and also
all A,(°°I VF) can be proved from F by induction hypothesis.



CHAPTER 4

Computational content of proofs

Proofs have two aspects: they provide insight into why an argument
is correct, and they can also have computational content. The Brouwer-
Heyting-Kolmogorov interpretation (BHK-interpretation for short) gives a
good analysis of the latter.

A formula can be seen as a problem, and its proof as providing a solution
to this problem. The clauses of the BHK-interpretation are:

(i) p proves A — B if and only if p is a construction transforming any
proof g of A into a proof p(q) of B;
(ii) L is a proposition without proof;
(iii) p proves VyepA(z) if and only if p is a construction such that for all
d € D, p(d) proves A(d);

The problem with the BHK-interpretation clearly is its reliance on some
unexplained notions, in particular

what is a “construction”?

what is a proof of a prime formula?
Here we propose to take

construction := computable functional,

proof of a prime formula I := a “generation tree” for I7.

For example, let Even be defined by the clauses Even(0) and V,,(Even(n) —
Even(S(Sn))). A generation tree for Even(6) should consist of a single
branch with nodes Even(0), Even(2), Even(4) and Even(6). More formally,
such a generation tree can seen as an ideal in a certain algebra ¢; associated
naturally with 1.

Consider the more general situation when parameters are involved, i.e.,
when we have a proof (in TCF) of a closed formula V(A — I7). It is of
obvious interest which of the variables & and assumptions A are actually
used in the “solution” provided by the proof (in the sense of Kolmogorov
(1932)). To be able to express dependence on and independence of such
parameters we split each of our (only) logical connectives —,V into two
variants, a “computational” one —¢, V¢ and a “non-computational” one —"¢

49
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,V7¢. This distinction (for the universal quantifier) is due to Berger (1993,
2005). One can view this “decoration” of —,V as turning our (minimal)
logic into a “computational logic”, which is able to express dependence on
and independence of parameters. The rules for —"¢ V"¢ are similar to the
ones for —¢, V¢ they will be defined in 4.1.2.

Now the clauses of inductive predicates can and should be decorated as
well, for instance in the form

VEVE(A =™ B —° X7).

This will lead to a different (i.e., simplified) algebra ¢; associated with the
inductive predicate I.

A special case occurs when there is exactly one clause, and this clause
only uses the non-computational —"¢, V*°. Then we have 1; = U, and hence
prime formulas I7 only have a trivial generation tree; in this sense they
are without computational content. We call such inductive predicates one-
clause n.c. defined, or unitary. Examples will be Leibniz equality =4, and
the non-computational variants 3¢ and A" of the existential quantifier and
of conjunction (see 4.1.3).

Formulas with such a one-clause n.c. inductive predicate as conlusion
clearly are without computational content as well. These formulas are called
non-computational (n.c.) or Harrop formulas. Moreover, a Harrop formula
in a premise can be ignored when we are interested in the computational
content of a proof of this formula: its only contribution would be of unit
type. We will define the “type of a formula” (i.e., the type of its solution)
accordingly; it will not involve the unit type.

The next thing to do is to properly accomodate the BHK-interpretation
and define what it means that a term ¢ “realizes” the formula A, written
tr A. In the prime formula case I7 this will involve a predicate “t realizes
177, which will be defined inductively as well, following the clauses of I. But
since this is a “meta” statement already containing the term ¢ representing a
generation tree, we are not interested in the generation tree for such realizing
formulas and consider them as non-computational.

Now we can formulate a consequence of Kolmogorov’s view of a formula
as a problem asking for a solution: we view a formula A and the existence
of a realizer x of A as the same thing, and state it as an invariance axiom

Inva: A< Jp(zr A).

A realizer of such an axiom will be the identity.

Finally we will define in 4.2.3 the “extracted term” et(M) of a proof
M of a formula A. This is a term in T incorporating the computational
content of the proof M. In Section 4.3 we will then prove the important
soundness theorem et(M) r A.
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4.1. Decoration

4.1.1. Decorated predicates and formulas. We introduce decora-
ted connectives —¢, V¢ and —"¢,V*¢, and also decorated least-fixed-point
operators u®, u"°. Moreover we distinguish two sorts of predicate variables,
computationally relevant ones written X,Y,Z ... and non-computational
ones written X ¢ Y"¢ Z7¢ .. Then we can define decorated predicates and
formulas by essentially the same definition as in Section 3.1, provided we
take both X and X" as initial decorated predicate forms. For readability we
usually write —, V, u for —¢, V¢, u®, and also apply the following notational
conventions.

(i) In the special case on a one-clause n.c. inductive predicate we use
p rather than p"°, since the fact that we have exactly one clause,
which uses the non-computational —"¢, V"¢ only makes it clear that no
computational content is present.

(ii) In the general case of an n.c. inductive predicate 1™ := 'uan[? we use the
non-decorated —,V in the clauses K, since elimination axiom (1¢)~ is
restricted to n.c. competitor predicates. Hence the clauses will appear
in n.c. parts of proofs only, where decorations are ignored.

ExXAMPLE. For the even numbers we have two variants:
Even := pux(X0,V;(Xn — X(S(Sn)))),
Even™ := p5¢ (X0, (Xn — X (S(Sn)))).

Generally for every c.r. inductive predicate I defined as pu <K we have a
non-computational variant I"¢ defined as p5 K.

To every predicate or formula C we assign its final predicate fp(C) by

fp(X) ==X, fp(X"):= X" fp(Pr) := fp(P)
fp({Z [ A}) :=1p(A) fp(A =" B) := fp(B)
fp(1) :==1, fp(I"):=1"° fp(V/"CA) := fp(A)

We call a predicate or formula C' non-computational (n.c., or Harrop) if its
final predicate fp(C) is of the form X" or 1™, or it is a one-clause n.c. induc-
tive predicate. The other predicates and formulas are called computationally
relevant (c.r.).

Similarly we assign to every predicate or formula C its non-computational
variant C™°: we already have X"¢ and I™¢, and in the other cases let

{Z[ AP ={7| A"}
(PF)™ = P'F
(A —¢/m By = A — B
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(vg/ncA)nc = Y, ANC

Clearly each C™° is non-computational in the sense above.

Since decorations can be inserted arbitrarily and parameter predicate
variables can be chosen as either n.c. or c.r. we obtain many useful variants
of inductive predicates. For the existential quantifier we have

ExDy = ux(Vz(Yz — X)),
ExLy = pux(Vz(Yz =" X)),
ExRy = ux(V3*(Yz — X)),
ExNey = pux (V3 (Yz =" X)).
Here D is for “double”, L for “left”, R for “right”. We will use the abbrevi-
ations
EIgA = ExDyy)a1,
EI}EA = ExLg 4y,
FA = ExRygay,
33°A == ExNcyg)43-
For intersection we only consider the nullary case (i.e., conjunction). Then
CapDy ; = ux(Y — Z — X),
CapLy ; =ux(Y = Z =" X),
CapRy ; = ux(Y =" Z — X),
CapNey ; == ux (Y =" Z =" X).
We use the abbreviations
AN B = CapDy|ay,41B)>
AN B :=CapLyjay (5}
AN B = CapRyja} (B}
AN B := CapNeyay 1B} -
For union again we only consider the nullary case (i.e., disjunction). Then
CupDy.; =pux(Y = X, Z = X),
CupLy ; =pux(Y = X, Z =" X),
CupRy ; =pux(Y =" X, Z — X),
CupUy ; = px (Y =" X, Z =" X)),
CupNey 5 = px (Y — X, Z — X).
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Here U stands for “uniform”. The final nc-variant is used to suppress even
the information which clause has been used. We use the abbreviations

AVY B = CupDy 4y ()
AVIB = CupLy 4y 4B}
AV' B = CupRyjay,4B}
AV* B = CupUyay (1B}
A V™ B := CupNey 4 (1B}
For Leibniz equality we from now on take the definition
EqD = ux (Vi Xzz).

4.1.2. Logic with decorations. By an n.c. part of a derivation we
mean a subderivation with an n.c. end formula. Such n.c. parts will not
contribute to the computational content of the whole derivation, and hence
we can ignore all decorations in those parts (i.e., define a modified notion of
equality of formulas there).

We also need to adapt our logical rules to the decorated connectives
—, —" and V,V"¢. The introduction and elimination rules for — and V
remain as before, and also the elimination rules for —"¢ and V"¢. However,
the introduction rules for —"¢ and V"¢ must be restricted: the abstracted
(assumption or object) variable must be “non-computational”, in the follow-
ing sense. Simultaneously with a derivation M we define the sets CV (M)
and CA(M) of computational object and assumption variables of M, as
follows. Let M# be a derivation. If A is non-computational (n.c.) then
CV(MA) := CA(MA) := ). Otherwise

CV(ch) =0 (c* an axiom),

CV(u?) =0,
CV((Aa MBYA7B) .= V(A a MBYA7"B) .= CV (M),
CV((MAZBNA)BY .= CV(M) U CV(N),
CV((MAZ"BNNBY .= cV(M),
CV((AMA)74) := CV((AeMA)75 ) := CV(M) \ {a},
CV((M7=A@) ) Ay .= CV(M) UFV(r),

((

Q

V(M7= A@ AT = eV (M),
and similarly
CA(cM):=0 (¢ an axiom),
A(u) = {u},
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CA((Aa MPB)A7B) = CA((A\,aMP)A7"P) = CA(M) \ {u},
A((M/“BN% ) := CA(M) UCA(N),
((
((

Q Qa

A(MAZBNYEY .= CA(M),
CA((A MM A) .= CA((N M=) .= CA(M),
CA((M =A@ AT .= CA((M =A@ AW .= CA(M).
The introduction rules for —"¢ and V"¢ then are
(i) If MP is a derivation and u? ¢ CA(M) then (\,aMPB)A7"B is a
derivation.

(ii) If M4 is a derivation, z is not free in any formula of a free assumption
variable of M and x ¢ CV (M), then (\,M*4)""4 is a derivation.

An alternative way to formulate these rules is simultaneously with the notion
of the “extracted term” et(M) of a derivation M. This will be done in 4.2.3.

4.1.3. Decorated axioms. Consider a c.r. inductive predicate
Ii= pux (V" (i (X)un, =" X7 i

As in Section 3.2, for every i < k we have a clause (or introduction axiom)

(15) I ¥ (A (D), =/ 7).
Moreover, we have an elimination axiom
(16) IV (IE = (V™ (Aa (I N* X))y, =" XF))jc = XT).

For an n.c. inductive predicate I™® the introduction axioms (1¢)} are
formed similarly, but with an important restriction: the elimination axiom
(I™)~ can only be used with X substituted by a non-computational com-
petitor predicate. This is needed in the proof of the soundness theorem.

However, there is an important exception: in the special case of a one-
clause-nc definition I (i.e., with only one clause involving —"¢ ¥V"¢ only)
there are no restrictions on the elimination axiom. This is the case for
Leibniz equality =9, and the non-computational variants 3¢ and A" of the
existential quantifier and of conjunction.

For the decorated variants 39, 31, 37, 37¢, Ad AL AT ARC A VLT e yne
of the existential quantifier, conjunction and disjunction we obtain the fol-
lowing introduction and elimination axioms. For the existential quantifier
we have (assuming = ¢ FV(B))

(AHT: V(A — 344), (3H~:3¢4 -V, (4 = B) = B,
(AT Vo (A e 3L A), @~ 3F A -V, (A -"B) - B,
(I VE(A — TLA), (3)": FLA - V(A — B) — B,
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(F) T VEC(A 1 F0C4), ()7 A - V(A =" B) — B.
Here for instance (39)" abbreviates (ExDy,(43){ - Similar for A we have
(AYT:A— B— AN B, (AY)":ANB = (A= B—=C)—=C,
(Y A—=B-"ANB,  (A)":ANB—= (A—B-™C)—C,
(AT A="B—-ANB, (AN) :ANB— (A="B—=C)—C,
(A")F: A =P B =" AN B
and (A")": AN B — (A =" B =" (C)— C. For V we have
(VA — AveB, (vHT: B — AVI B,
(WHE:A— AV B, (VHi: B = AV B,
(W§:A="AVE B,  (VW)f:B— AV'B,
(Vg A=AV B, (VY] : B =" AV" B,
(VR)d: A= AV B, (V™) : B =" AV B
with elimination axioms
VH " AVIB s (A= C) = (B—=C) = C,
(WVH™: AVIB—= (A= C) = (B="C) = C,
(Vi) :AViB— (A-="C)— (B—C)—C,
(V) ": AV B - (A-="C)—= (B-="C)—C,
(V) : AV B - (A-"C)— (B—="C)—C for Cn.c.
LeEMMA (Converse of (34)~,(3)~,(3")~,(3%°)7). Assume x ¢ FV(B).
The following are derivable.
(394 - B
(3LA— B
(3LA— B
(3:°A— B

— V(A = B),
— V(A =" B),
— V2°(A — B),
— V(A =" B).

~— — ~— ~—

PRroor. Exercise. O

REMARK. One might wonder whether the weak (or classical) existential
quantifier 3,4 is the same as the non-computational existential quantifier
J2¢ A, since both in some sense computationally disregard the quantified vari-
able z and the kernel A. We will argue that both quantifiers are equivalent
if and only if a certain (non-computational) Markov axiom holds.

Note first that in our comparison we should use the arithmetical form
Vz(A — F) — F rather than the logical form V(A — L) — L of the weak
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existential quantifier. Otherwise there can be no relation, because L is a
predicate variable with computational content.

Clearly 32°A implies 3,4, by (3"°)~ (take F for B). However, the
converse is problematic. We do have an elimination scheme for 3, A as well,
but only for formulas B satisfying (B — F) — F) — B. This means
that for the converse we need a Markov axiom for the (non-computational)
formula J3°A:

(17) (FFA—F) > F) - I°A.

Conversely, from 3,4 — I A we can easily derive (17). Although usage of
such an n.c. axiom does not have any effect on computational content, we
prefer to avoid it.

4.1.4. Decorating totality and induction axioms. The inductive
definitions in Section 3.3 are decorated as well, and then read as follows.

DEFINITION (Relative totality RT). Let ¢ = pe(ko, ..., kp—1) € Alg(d)
with k; = (pu(&,6))v<n — & Then RT, := ux(Ko,...,Ki_1), with

Ki :=V2((RT,, (Y, X)) yen — X (Ci))

and

l

RT,p(V, X) i= { £ | V2(Tya — RT,(V, X)(f)) ).

DEFINITION (Absolute totality T'). Let ¢ = p¢(ko, ..., kk—1) € Alg(a)

with k; = (pl,(o_f,f))y<n — & Then T, := /Lx(Ko, .. .,Kk_l), with

Ki =V ((Ty, (X)z)yn = X(Ci'))
and
To,(X) := Ta,,
Te(X) = X,

Toosp(X) :=A{ [ | V2 (Tox — Tp(X)(fx)) }.

DEFINITION (Structural totality ST). Let ¢ = pe(ko, ..., kr—1) € Alg(d)
with k; = (pu (@, €))v<n — & Then ST, := ux (Ko, ..., Ki_1), with

K = V(ST (X)2w)y<n = X(Cil))
and
ST, (X):={z| T} (will be omitted),
STe(X) = X,
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STyoyp(X) i= { £ | V2(STpx — ST, (X)(fz)) }.

For example, the main introduction axiom for the predicate STy,(,) ex-
pressing structural totality of lists of elements of type « is
ETZ(STL(Q)Z — STL(a) (1‘ o l))

with no assumptions on z.
The least-fixed-point axiom for STy, is according to (16)

VPC(ST(L) — X([]) = V25((ST N X))l — X (2 1)) — XIM0)),
Written differently (with “duplication”) we obtain the induction axiom
Vi(ST() — X([]) = Vau(ST() — X1l — X(x = 1)) — XlL(”))

denoted Ind; x.
Generally, abbreviating V2°(Tx — A) by Vier A we obtain from the
elimination axioms computational induction axioms, for example

Indp,A(p): VpeT(A(tt) — A(ff) — A(pB))7
Ind,, An): Vner(A(0) = Yner(A(n) = A(Sn)) — A(nY)).

The types of these formulas (as defined below in Section 4.2) will be the
types of the recursion operators of the respective algebras.
The decorated form of the general induction schema is

(18) VuerVeer (Progh A(z) — A(x))
with

Progh A(x) == Voer (Vyer(ny < pr — A(y)) — A(x)).
The type of general induction (18) will be

(a=>N)sa—-(a=(a—=T1)—>71)>T,

which is the type of the general recursion operator F defined in (10).

4.2. Realizers

The next thing to do is to view a formula A as a “computational prob-
lem”, as done by Kolmogorov (1932). Then what should be the solution to
the problem posed by the formula I+, where I is inductively defined? The
obvious idea here is to take a “generation tree”, witnessing how the argu-
ments 7 were put into I. For example, consider the clauses Even(0) and
Vi¢(Even(n) — Even(S(Sn))). A generation tree for Even(6) should consist
of a single branch with nodes Even(0), Even(2), Even(4) and Even(6).

When we want to generally define this concept of a generation tree,
it seems natural to let the clauses of I determine the algebra to which
such trees belong. Hence we will define ¢7 to be the type pe(ko, ..., ~E—1)
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generated from constructor types k; := 7(K;), where K; is the i-th clause
of the inductive definition of I as ux(Ko,... Kx—1), and 7(K;) is the type
of the clause Kj, relative to 7(X7) := &.

We begin with the definition of the type 7(A) of a formula A, the type of
the solution to the problem posed by this formula. Then we define what it
means for an x of type 7(A) to be a “realizer” (i.e., a solution) of the formula
A. Next we assign to any derivation M of a formula A its “extracted term”
et(M), which should be the realizer of A provided by the proof M. Finally
we prove the soundness theorem, saying that this indeed is the case.

4.2.1. Types of predicates and formulas. We refine the distinction
between computationally relevant (c.r.) and non-computational (n.c.) predi-
cates and formulas given in 4.1.1 by providing a type in the former case. To
indicate that there is no computational content we introduce a “nulltype”
symbol o and extend the use of p — o by

(p—>0):=0, (0—o0):=0, (0—o0):=o.

DEFINITION (Type 7(C) of a predicate or formula C'). Assume a global
injective assignment of type variables £ to c.r. predicate variables X. Let
7(C) := o if C is non-computational. In case C is c.r. let

T(X) =,
T({Z] A}) = 1(A),
T(px (V25 (A; =" By = X75))ick) = pe(r(5) — 7(Bi) = €)ic -

1 Lr

T7(PT) :== 7(P),
7(A = B):=(1(A) = 7(B)), 7(A—="°B):=171(B),
T(VerA) = (p = 7(A)), T(VisA):=71(A),
We call ¢ the algebra associated with I.
4.2.2. Realizability. Assume that we have a global assignment giving

for every (c.r.) predicate variable X of arity p'an n.c. predicate variable X
of arity (7(X), ) together with an invariance axiom

VI(X T < L XT27).
DEFINITION (C™ for predicates and formulas C'). For every predicate or
formula C' we define an n.c. predicate or formula C*. For n.c. C'let CT := C.
In case C'is c.r. C" is a predicate of arity (7(C), &) with & the arity of C.

We write z r C for C*z in case C is a c.r. formula. For c.r. predicates let
XT be the n.c. predicate variable provided, and

{Z|A} ={zZ|zr A}
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For a c.r. inductive predicate

I:=px (VC/HC((AW)VQ% _>c/nc Xﬂ))1<k

Z;
we define the witnessing predicate I* by
I = 5 (Va2 ((Ziv v Aiy)van; = CiZiZi v X75))ick
with the understanding that instead of (z;, r Aiv)p<n, —

(i) if A;p is n.c. or followed by —"¢ we have A4;, — and there is no z;,,
(ii) if A;, is c.r. and followed by — we have z;, r A;, —.

Only those x;; with a computational V;,; occur as arguments in C;7;Z;. Here
C; is the i-th constructor of the algebra ¢; generated from the constructor
types 7(K;) with K; the i-th clause of I. If I has a c.r. parameter predicate
Y, then both Y and YY" may appear in I*. For c.r. formulas let

zr PF:= P'(z,7),

r (A B) Jw(’LUI A — zw I'B) if Aisc.r.
z — =
A—zrB if Ais n.c.

zr(A—-"B):=A—zrB
zr VA=V, (zxr A)
2r ViCA:=V,(zr A)
EXAMPLE. For the even numbers
Even := px (X0, (Xn — X(S(Sn))))
we obtain the associated algebra tgyen = N and
Even" := p5% (0 r X0,V m(mr Xn — Smr X(S(Sn)))).
The introduction axioms (15) are
(Even®){ : 0 r Even(0),
(Even®){ : Vpm(m r Even(n) — Sm r Even(S(Sn)))
Recall that the elimination axiom for an n.c. inductive predicate "¢ can only
be used with non-computational competitor predicates (except one-clause-
nc inductive predicates like =9, 3°¢ and A"®). Hence the elimination axiom
(16) is
(Even")™ : Vy, m(m r Even(n) — Q"°00 —
Vnm(m r Even(n) — Q"mn — Q"(Sm, S(Sn))) —
Q"mn).
Next we study what our general definition says about realizers for the
c.r. inductively defined decorated connectives.
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LEMMA (Realizers for 34, 3! and 3%).
(x,z2)r A zr A for A cr.

zr3d Ao A for Anc
zr LA I(z2r A)  for A c.r.

ProOF. Case 3¢. Recall
ExDy = pux (Vo (Y2 — X))

with the associated algebra tpxp, = p x 7(Y). Then

ExDyr := p5a (Vo (2 r Yo — (z,2) r X)).
Substituting Y* by { z,z | zr A} in the introduction axiom (15) gives

(EXDS, )i Voe (1 A= (2,2) £ 304)
where (z, z) r 33A abbreviates ExDY, 4.4y (%, 2). Conversely, the elimina-
tion axiom (16) is

(ExDyr) ™ : Vp(ExDyep =V 2(2r Yo — X (2, 2)) = Xp).

Substituting X by {p | rht(p) r Y1ft(p) } makes the middle part provable.
Thus with {2,z | 2 v A} for Y* we obtain V. ,({(z,2) r 394 — 2 r A) as a
consequence of (EXD? 2 ler A})_.

Case 3. Recall
ExLy := ux (V4 (Yaf =" X)).
Then
ExLy = p5 (Vo (Yo — oz r X)).
Substituting Y by {z | A} in the introduction axiom (15) gives
(EXLEz‘A})g: Vo(A — zr3LA)

where x r 3L A abbreviates EXLEI‘ ay®- Conversely, substituting Y by {z |
A} in the elimination axiom (16) gives

(EXLE, 4)) 7 : Valz v 3LA = V(A =7 X7) = X7°),

With A for X™¢ the middle part is provable (recall that A is assumed to be
n.c.). Therefore we have z r 3L A — A.
Case 3°. Recall

ExRy = pux (V3¢ (Y — X)).

Then
ExRy» = p5c (Vo (2 r Yo — 21 X)).
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Substituting Y* by { z,z | z r A} in the introduction axiom (15) gives
(ExRY, w|er}) Ver(zrA—zr L A)

where z r 3, A abbreviates ExRY, ., 412, whence Vx(F°(2 v A) = 2z T, A).
Conversely, the elimination axiom (16) is

(ExRy~+)" : Vo(ExRyrz = Vo (2 r Yo — X"2) — X"2).

Substituting X™ by {z | 32°(z r Yz) } makes the middle part provable.
Thus with {z,2 | zr A} for Y* we obtain V,(z r 3,4 — I2°(zr 4)). O

Similarly we have
LeEMMA (Realizers for A4, Al and AY).
zrA—wrB— (z,w)r (AN B) for A, B c.r.

z2rA—=B—=zr (AN B) for A c.r. and B n.c.
A—-wrB—wr (AN B) for An.c.and B c.r.

(zyw)r (ANYB) = (zr A)A™ (wr B) for A,B c.r.
zr (AN B) = (zr A) A" B for A c.r. and B n.c.
wr (AN B) = AN (wr B) for A n.c. and B c.r.
Proor. Exercise. O
LeEMMA (Realizers for v, VI V' and vY).
zrA—Inl(z)r (AVeB) for A, B c.r.
wr B — Inr(w)r (AVYB) for A, B c.r.
zr A — InlYsumu(z) r (AV' B) for A c.r. and B n.c.
B — DummyR r (AV!B) for A c.r. and B n.c.
A — DummyL r (AV' B) for A n.c. and B c.r.
wr B — IntUysum(w) r (AV" B) for A n.c. and B c.r.
A—tr(AV'B) for A,B n.c.
B—ffr (AV"B) for A, B n.c.
and for C n.c.
ur(A\/d B) -V, (2t A—C) > Vy(wr B—C)—C) for A,B c.r.
)= Vi(zrA—-C)— (B—C)—C) for Acr. and B n.c.
ur(AV'B) - (A—=C) > Vy(wrB—C)—C) for An.c. and B c.r.
ur(AV'B) - (A—=C)— (B—C)—C) forA B n.c.
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PrOOF. The introduction group follows easily from clauses of the deco-
rated disjunctions. For the elimination group one needs to use the elimina-
tion axioms; this is left as an exercise. O

We can now state the invariance axioms Inv4 and prove that identities
realize them.

Ax1oM (Invariance under realizability).
(19) Invg: Ao 3 (zr A) for c.r. formulas A.
LEMMA. For c.r. formulas A we have
(A2)r (A= 3 (zr A)),
A2)r (Bzr A) — A).
ProoF. Unfolding the definitions we obtain
(A.2)r (A= 3 (21 A))
V.(z2rA—zr3(zr A)
and similarly
A2)r (3(zr A) = A)
V.(zr3(zr A) = zr A).
But zr 3. (2 r A) is equivalent to z r A by the lemma above. O

Important consequences of the invariance axioms are the theorems of
choice and of independence of premise.

THEOREM (Choice). From the invariance axioms we can derive
(20) VmEILA(y) — EI}VmA(fx) for A n.c.
(21) V.35A(y) — IVLA(fx)  for A c.r.
PRrROOF. By the invariance axioms it suffices to find a realizer. (20).
Opf) T (%3 A(y) = v, A(f2)
Vi(f r VoT,A(y) = fr 3. A(fr))
Vi (Va(fz v 3,A(y) = Vo A(f))
Vi (Ve A(fz) = Vo A(f2)).
(21).
(Ag(Aelft(g), Aprht(gz))) T (VoI5 A(y) — GV A(fx))
Vg(gr VmﬂgA(y) — (Aglft(gx), Aprht(gz)) r E‘Jicva(fw))
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Vy(Va(gx r EISA(y)) — (Agrht(gz)) r Vo, A(lft(gx)))
Vy(Va(rht(gx) r A(lft(gz))) — Vi (rht(gx) r A(lft(gz)))). O

THEOREM (Independence of premise). Assume = ¢ FV(A). From the
invariance arioms we can derive

(22) (A—-3B)—3(4— B) for A, B n.c.

(23) (A—="3'B) 3L (A= B) for B n.c.

(24) (A—39B) » 344 - B) for A n.c., B c.r.
(25) (A—="39B) 53494 =" B) for B c.r.

PROOF. By the invariance axioms it suffices to find a realizer. (22).
(A\ez)r ((A—3LB) =3 (4= B))
Ve(zr (A= 3 B)—zr3 (44— B)
Vo(A—=zr3 B)—zr3(4A— B))
Vz((A— B) - A— B).
(23) is proved similarly. (24).
(App) T (A = 33B(x)) = 33(A — B(2)))
Vpo(pr (A — 3B(z) - pr3I(A - B(z)))
p((A = pr 33B(x)) = tht(p) r (A — B(lft(p))))
Vp((A — rht(p) r B(lft(p))) = A — rht(p) r B(lft(p))).
(25) is proved similarly. O

LEMMA (Monotonicity). Let C be a predicate or formula with all its

strictly positive predicate variables among X . Assume 7(C) = p(&@). Let X;
be of arity p; and Y;", ZT of arity (5s, pi), (i, pi), respectively. Then we can
derive B .
- > > Y7 = J N I v
r(YCZ)—ury C7— (Mf;?&)uw) ry CF
where

r (17 C Z) = (Yo, (Y"vi C Z](wiv;))i<n,
urk A:=A"[X" = Plu.

PROOF. By induction on C. Case I(P). We first deal with the case

where [ has its original predicate parameters )? the general case will then
follow by substitution. Let 7(I) = ¢(@). We must show

(?QZ)%UI' I:U%(Mﬂ_wuw) ?If.
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Fix w and abbreviate
Quit := (M7 Tuw) v IE.

Let u r T [7. Use ')~ with the n.c. competitor predicate Q:

(1
(Vfi,ﬁi((uw I‘;()}g neQ.yr Ail/)u<ni — Q(szzﬁu 7?1)))1<k — [I'(fr) cQ.

It suffices to prove the premises. Fix ¢ < k. By the conversion rule for

MP77 its conclusion Q(C;Zt;, 1) is

Catts (M T i(MIT )y, 2 T

LaPiv(A,0)

Use the i-th introduction axiom for I™ with ZT, ie.,
I*(Z%),2* A
X,X

)

R .
(viv T w)ven;, = Ciliv; v IT;.

It suffices to prove its premises. We use the induction hypothesis for A;,:
v (V € Z) = Va((I"(Y9) N Q)u  I*(ZF) (gu)) —

IT (%), Zx
( )7 A

Ir(Yr)mQ vr A — (Mﬁ’ UB)=7.u(7) Z
X, X -

Uiy rX X Ag ,aPiv (a O‘) uzng) r

Define gu := M?_Wuu_f. It remains to prove (I"(YT)NQ)uZ — I*(Z¥)(gu)Z.
The conclusion is (gu) er I7, i.e., Qu¥ which we have.
We now deal with the general case (P ) Recall that we just proved
fr(YCZ)—>u r? 17 — (M Tuf) rfg IZ.

By substitution we obtain

r (P(Y) € P(Z)) —»ury O 1 (MFOT D) o ) 12
Our goal is
fr(?QZ)—)urX( M) 1z —>(Mﬂ—z7ﬁ& uf) P 1z,

By induction hypothesis for P;(X)

—

Fr(Y CZ)— M0 Fe(P(Y) C P(Z)).

Let w; := M’B -7 ) f The claim follows from

Agmi (&
M iy = MTTZT UMy iz

which is part of the definition of M. The other cases are left as exercises. [J
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4.2.3. Extracted terms. For a derivation M of a c.r. formula A we
define its extracted term et(M), of type T7(A). It will be a term in our term
language of Section 2.2. This definition is relative to a fixed assignment of
object variables to assumption variables: to every assumption variable u4
for a c.r. formula A we assign an object variable z, of type 7(A).

DEFINITION (Extracted term et(M) of a derivation M). For derivations
MA with A n.c. let et(M#) := ¢. Otherwise

et(uA) = ZZ;(A) (Z;(A) uniquely associated to ’U,A),
7(A) . .
et(A 0 MEB)A=E) o J Az et(M) if Alis e
et(M) if Aisn.c.
et((MA-ENAYE) . ) etM)et(N) if Als cr.
et(M) if A is n.c.

et((App MA)7A) = Met(M),
et (M=A@ AT = et (M)r,
et (Aya MP)A7"F) = et(M),
et(MA"PNAP) = et(M),
et (Ao MA)T="4) et(M),
et (M7= A@ P AMY = ot (M).

It remains to define extracted terms for the axioms. Consider a (c.r.) induc-
tively defined predicate I. For its introduction axioms (15) and elimination
axiom (16) define et(I;") := C; and et(I~) := R, where both the constructor
C; and the recursion operator R refer to the algebra ¢; associated with 1.
For the invariance axioms we take identities.

4.3. Soundness

We prove that the term extracted from a proof in TCF 4 Inv + Ax™¢
is a solution of the problem posed by the proven formula. Here Ax"¢ is an
arbitrary set of non-computational formulas viewed as axioms.

THEOREM (Soundness). Let M be a derivation of a c.r. formula A from
assumptions w;: C; (i < n). Then we can derive et(M) r A from assump-
tions zy,, r C; in case C; is c.r. and C; otherwise.

If not stated otherwise, all derivations are in TCF + Inv + Ax"¢. The
proof is by induction on M.
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PROOF FOR THE LOGICAL RULES. Case u: A. Then et(u) = z,.
Case (A\ya MP)A7B. We must find a derivation of et(\,M) r (A — B).
Subcase A c.r. Then the goal is

Vi(zr A —et(\,M)zr B).

Recall that et(A\, M) = A, et(M). Renaming z into z,, our goal is to find a
derivation of

Vo (zur A — et(M) r B),
since we identify terms with the same S-normal form. But by induction
hypothesis we have a derivation of et(M) r B from z, r A. An — and V
introduction then give the desired result. Subcase A n.c. Then the goal is

A —et(\,M) r B.

Recall that et(A, M) = et(M). By induction hypothesis we have a derivation
of et(M) r B from A.

Case MA7BNA. We must find a derivation of et(MN) r B. Subcase
A cxr. Then et(MN) = et(M)et(/N). By induction hypothesis we have
derivations of

et(M)r (A— B), whichis V,(2r A — et(M)zr B)

and of et(N) r A. Hence, again by logic, the claim follows. Subcase A n.c.
Then et(MN) = et(M). By induction hypothesis we have a derivation of

et(M)r (A— B), whichis A — et(M)r B.

Using the derivation N4 we obtain et(M) r B.
Case (A M*)"+4. We must find a derivation et(\,M) r V,A. By defi-
nition et(A\; M) = A\zet(M). Hence we must derive

Azet(M) rV,A, whichis V,y((Azet(M))xr A).

Since we identify terms with the same S-normal form, the claim follows from
the induction hypothesis.

Case M=A@¢t We must find a derivation of et(Mt) r A(t). By defi-
nition et(Mt) = et(M)t, and by induction hypothesis we have a derivation
of

et(M) r Vg A(z), whichis Vg(et(M)xr A(x)).
Hence the claim.

Case (A\yaMP)A4="B_ Recall that et(\,M) = et(M). We must find a

derivation of

et(M)r (A —"°B), whichis A —et(M)r B).

Assume A. Subcase A c.r. By induction hypothesis we have a derivation
of et(M) r B from z r A. But by the invariance axioms A — 3.(z r A),
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whence the claim follows logically. Subcase A n.c. By induction hypothesis
we have a derivation of et(M) r B from A.
Case MA7"BNA. Recall that et(MN) = et(M). We must find a
derivation of et(M) r B. By induction hypothesis we have a derivation of
et(M)r (A—""B), whichis A — et(M)r B.

Using the derivation N4 we obtain et(M) r B.
Case (AxM*)"z"4. Recall that et(\,M) = et(M). Thus we must find a
derivation of

et(M) rV;°A, whichis Vg(et(M)r A).

But this follows from the induction hypothesis.
Case MA@t Recall that et(Mt) = et(M). We must find a derivation
of et(Mt) r A(t). By induction hypothesis we have a derivation of

et(M) r V3A(x), whichis Vy(et(M)r A(z)). O

It remains to prove the soundness theorem for the axioms, i.e., that their
extracted terms are realizers. Before doing anything general let us first look
at an example. Totality for N has been inductively defined by the clauses

TNO, V?LC(TNTL — TN(STL))
Its elimination axiom is
Vol(ITnn — X0 — Vo (ITwn — Xn — X(Sn)) — Xn).

We show that their extracted terms 0, S and R are realizers. For the proof
recall from the examples in 4.2.2 that the witnessing predicate Ty is defined
by the clauses

100, V,m (Taymn — Ty (Sm, Sn)),
and it has as its elimination axiom
V,m (Tymn — X"00 —
Vom(Tigmn — X"mn — X"¢(Sm, Sn)) —
X"mn).
LEMMA. (a) 0r INO and S r V2¢(Twn — Tn(Sn)).
(b) RrV2(ITnn — X0 — V2(Tnn — Xn — X(Sn)) — Xn).

PRrROOF. (a) 0 r TNO is defined to be T%00. Moreover, by definition
S rVp¢(ITnn — Tn(Sn)) unfolds into V, , (Tigmn — T (Sm, Sn)).

(b) Let n,m be given and assume m r Tn. Let further wg, w; be such
that wo r X0 and w; r Vi°(Inn — Xn — X (Sn)), ie.,

Vom(Tnmn = V(2 r Xn — wymzr X(Sn))).
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Our goal is
Rmwow r Xn =: Qmn.

To this end we use the elimination axiom for T above. Hence it suffices
to prove its premises Q00 and V35, (Tgmn — @Qmn — Q(Sm, Sn)). By a
conversion rule for R (cf. 2.2.2) the former is the same as wy r PO, which
we have. For the latter assume n, m and its premises. We show Q(Sm, Sn),
ie., R(Sm)wow; r X(Sn). By a conversion rule for R this is the same as

wim(Rmwow;) r X (Sn).
But with z := Rmwow; this follows from what we have. O

PROOF FOR THE AXIOMS. We first prove soundness for introduction and
elimination axioms of c.r. inductively defined predicates, and show that the
extracted terms defined above are realizers. The proof uses the definition of
I" in 4.2.2.

By the clauses for I we clearly have C; r I :r . For the elimination axiom
we have to prove R r I, that is,

RrVz(I7 — (Ki(I, P))i<k — PT).

Let Z, w be given and assume w r IZ. Let further wy, ..., wg_1 be such that
w; v K;(I, P), ie.,

(26) va‘c’,-,ﬁ’,-(( piv(LXT) r;p,i"\lft(p)rla?/\rht(p)rPf} Aiz/)u<ni . wlflﬁz r P’I’_‘:L)

w
with p;, (@) = 7(Ay (X)) and 7 the type of P. Here 1ft(p), rht(p) are
shorthand for the two projections of p of type ¢ x 7. Our goal is

Rww r PT =: QwZ.

We use the elimination axiom (16) for I* with the n.c. @, i.e.,

(Vs (i ¥ AivJun, = Q(Cifiits, 7)) i — 17 C Q-
Hence it suffices to prove its premises. Fix ¢ < k. Assume Z;,4; and for
every v < m; the premise
Wiy r?mQ A,
We show Q(C;Z;1;,7;), i.e.,
R(C;&;u;)wW r Pr;.
By the conversion rules for R this is the same as

3 L—=LXT
wle( Aﬂpiu(a

-

)uiy)\w(w, RwwW ))y<n, r P

Viv
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To this end we apply (26) to Z; and ¥;. Its conclusion is what we want, and
for its premises use

i TR A 5 ( M i, (0, R ) r} P (P (P)EPTY 4
which follows from an instance of the monotonicity lemma in 4.2.2
fr(YCZ) —urk A— (./\/lfa_;?a)uf) r¥ A
where §:=7(Y), v :=7(Z). To see this unfold the premise
VY, z(Y yi — Z*(fy)7) »urk A— (./\/lfjﬂY uf)rZ A

and substitute 8 — ¢, vy = X T, Yy = w, u = Uy, A= Ay, YT —
rnQ, z"—{p7 | lft( eIz Arht(p)rPz }, f — Ay(w, Rww). Then the

conclusion is what we want, and we have to prove the premise
(I" N Q)wZ — {p, & | Ut(p)rIZ A rht(p)rPZ } {(w, Rww )Z.

But this follows from the definition of Q).

For the introduction and elimination axioms for n.c. inductive predicates
there is nothing to show since these axioms are n.c. as well. The only
exception are one-clause-nc inductive predicates (for instance ExNc, CapNc
and Leibniz equality) where the competitor predicate in the elimination
axiom can be c.r. (cf. 4.1.3). But for these the identity is a realizer:

(Ao2) T VE(I"Z — V3°(A =™ X7) — X7)
Va(I"% — (A.2) v (V3°(A =" X77) — X))
Va(I"T — V. (2 £ V59 (A =™ X7) — 2 v XT))
Va(I"Z = V,(Vg(A = 2 v X7) = 2 v XT))

which is an instance of the same elimination axiom.
We have already seen (in 4.2.2) that identities are realizers for the in-
variance axioms. (]

REMARK. We finally show that general recursion provides a realizer for
general induction. Recall that according to (18) general induction is the
schema

VuerVeer (Progh Pr — Pr)

where Progh Pz expresses “progressiveness” w.r.t. the measure function p
and the order <:

Progh Pz := Vyer (Vyer (py < pr — Py) — Px).

We need to show
F rVycer(Progh Pr — Px),
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that is,

Viu,werVg(9 T Voer (Vyerpy<pa Py — Pz) — Fuag r Px).
Fix p, x, g and assume the premise, which unfolds into
(27) VwET,f(vyET;,u,y<u:r(fy r Py) = gz f r Px).

We have to show Fpuxg r Px. To this end we use an instance of general
induction with the formula Fuxzg r Px, that is,

Vuzer(Voer (VyeTpy<pe (Fuyg r Py) — Fuxg r Px) — Fuxgr Px).

It suffices to prove the premise. Assume Vyer,uy<ue(Fuyg r Py) for a fixed
x € T. We must show Fuzg r Pz. Recall that by definition (10)

Fuzxg = gxfy with fo:= \[if py < pa then Fpuyg else €.
Hence we can apply (27) to z, fo, and it remains to show
vyGT;,uy<;m:(f0?/ r Py)

Fix y € T with py < px. Then foy = Fuyg, and by the last assumption we
have Fuyg r Py.



CHAPTER 5

Computational content of classical proofs

Often in mathematics existence proofs are indirect, i.e., assuming that
there is no solution of a problem one derives a contradiction.

ExAaMPLES. 1. The first one is Fiirstenberg’s (1955) topological proof of
the infinity of primes; it is the fifth of “Six proofs of the infinity of primes”
in Aigner and Ziegler’s “Proofs from THE BOOK” (2004, Problem 1). Call
a set X of natural numbers open if every x € X starts an arithmetic pro-
gression contained in X, i.e., VoexTpsoVn(z + bn € X). Clearly arbitrary
unions and finite intersections of open sets are open, i.e., we have a topo-
logy. Let Np be the set of multiples of a positive number p. Then Np is
not only open but also closed, since it is the complement is a finite union of
open sets. The only thing we assume on primes is that every number > 1
has a prime divisor. Now assume that there would be only finitely many
primes po, p1,...,Pm—1. Since J;,,, Np; is closed, its complement is open
and therefore infinite, a contradiction.

2. The second example (suggested by Yiannis Moschovakis) is Euclid’s
result that the greatest common divisor of two integers is a linear combina-
tion of the two. The usual proof considers the ideal (a;, as) generated by the
two numbers and uses the fact the every ideal in the integers is a principal
ideal. Its least positive element has a representation |kja; — k2ag| with non-
negative integers ki, k2. It is a common divisor of a; and ay (since otherwise
the remainder of its division by a; would be a smaller positive element of
the ideal), and it is the greatest common divisor (since any common divisor
of a; and ag must also be a divisor of |k1a; — ksasl).

Clearly such proofs only implicitly provide a solution, and it is a chal-
lenge to access the hidden computational content. In the first example this
can be done! by slightly modifying the argument. Call X uniformly open if
p>0VeexVn(z + bn € X); the number b is a witness of uniform openness.
Again arbitrary unions and finite intersections of uniformly open sets are
uniformly open; witnesses in the latter case are finite products of the given
witnesses. Since J;.,,, Np; is uniformly closed with witness b := [],_,., pi,

1git/minlog/exa.mples/c::l.assical/fuerst .scm
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its complement is uniformly open, and since it contains 1, it also contains
1+ b. — This is the standard constructive proof of the infinity of primes.

For the second example? one can use general tools from proof theory, the
main ones being the Dialectica interpretation of Godel (1958), and a refined
form of the so-called A-translation of Friedman (1978) and Dragalin (1979).
Minlog implements both; however, here we only deal with the latter. Before
going into the technicalities, let us first discuss what the A-translation is,
and why there is a need to refine it.

5.1. A-translation

It is well known that from a derivation of a classical existential formula
3,4 :=V,(A — L) — L one generally cannot read off an instance. A simple
example has been given by Kreisel: let R be a primitive recursive relation
such that 3, Rzz is undecidable. Clearly — even logically —

- V,3,V.(Rzz — Ray)
but there is no computable f satisfying
V.V.(Rxz — R(x, f(x))),

for then 3, Rzz would be decidable: it would be true if and only if R(z, f(z))
holds. B

However, it is well known that in case 3,G with G quantifier-free one
can read off an instance. Here is a simple idea of how to prove this: replace
1 anywhere in the proof by 3,G. Then the end formula V(G — 1) — L is
turned into V(G — 3,G) — 3,G, and since the premise is trivially provable,
we have the claim.

Unfortunately this simple argument is not quite correct. The problem
is that both D and G may contain L and hence are changed by the substi-
tution. To obtain a constructive proof which can be used for extraction we
should employ the arithmetical falsity F rather than the logical one, L. To
repair this failure we require the following DG-property. Let A¥ denote the
result of substituting L by F in A.

D¥ D,
(28) -
(G —1)—>G— L.
Using (28) we can now correct the argument: from the given derivation of
D — V,(G — L) — L we obtain

DF -V, (GF — 1) — 1,

2git/minlog/exa.mples/c::l.assical/euclid .scm



5.2. DEFINITE AND GOAL FORMULAS 73

since D¥ — D and (GF — 1) — G — L. Substituting L by 3,G¥ gives
D¥ - v,(G¥ — 3,GF) — 3,G*.

Since V¥, (G¥ — 3,G¥) is derivable we obtain D¥ — 3,G¥ as desired.

Therefore we need to pick our assumptions D and goal formulas G from
appropriately chosen sets D and G which guarantee the DG-property (28).

An easy way to achieve this is to replace in D and G every atomic
formula P different from L by its double negation (P — 1) — L. This
corresponds to the original A-translation of Friedman (1978). However, then
the computational content of the resulting constructive proof is unnecessarily
complex, since each occurrence of 1 gets replaced by the c.r. formula EIyGF.

Let us now see how we can eliminate unnecessary double negations. To
this end we define certain sets D and G of formulas which ensure that their
elements D € D and G € G satisfy the DG-property (28).

5.2. Definite and goal formulas

We simultaneously inductively define the classes D of definite formulas,

G of goal formulas, R of relevant definite formulas and Z of irrelevant goal
formulas. Let D, G, R, I range over D, G, R, Z, respectively, P over prime
formulas distinct from 1, and Dy over quantifier-free formulas in D.

D, G, R and 7 are generated by the clauses
) R, P, I - D, ¥,D eD.
) I, L, R—G, Dy - Geqg.
) L, G =R, V;ReR.
) P, D—1I,V,IeT.

Let AF denote A[L := F], and -4, —; A abbreviate A — F, A — 1.

(

(a
(b
X

LEMMA. We have derivations from F — 1 and F — P of

(29) D¥ - D,

(30) G——-,-,GY,
(31) -, -~R¥ - R,
(32) I—TIF.

This result is due to Ishihara (2000) and has been (independently) re-
discovered in Berger et al. (2002). The proof below is from Schwichtenberg
and Wainer (2012, pp.364-367).

PRrOOF. We prove (30)—(33) simultaneously, by induction on formulas.

(30). Case L. Then LF = F and the claim follows from our assumption
F — 1. Case P. Obvious. Case ¥, D. By induction hypothesis (30) for D
we have D¥ — D, which clearly implies V,D¥ — V,D.



74 5. COMPUTATIONAL CONTENT OF CLASSICAL PROOFS

Case R.
_\RF RF
F— 1 F
\ 1
ﬂLﬁRF — R ﬁL—\RF
Y
R¥ 5 R
Here we have used (32) and F — L.
Case I — D.
|
I—IF I
| IF - DF IF
D¥ - D DF

D
(I¥ = D¥Yy 1D

Here we have used the induction hypotheses (33) for I and (30) for D.
(31). Case 1. Clear. Case P. Clear, since P¥ is P. Case I. This is
clear again, using the induction hypothesis (33).
Case R — G. We have to prove (R — G) — -1 - (RF — GF). Let
Dl[R — G, —u_(RF — GF)] —u_R be

_GF
| R—-G R -1 (RF—=G¥) RF-GF
G- _‘J__‘J_GF G 1
-, G¥ -, G¥
1

(by induction hypothesis (31) for G) and Dy[—, (RF — G¥)]: =1 ~RF¥ be
_\RF RF
F
GF
-1 (RF — G¥) RY¥ — GF

-, -RF
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Note that GF is derivable from F, using our assumption F — P.

Dy~ (RF — GF)]
D[R — G, - (RY — GF)] ] \
| -1-RF 5 R -, RF
-1R R
1
(R—G) = —1—1(RF - GF)

Here we have used the induction hypothesis (32) for R.

Case Dy — G. We have to prove (Dg — G) — =, -, (DF — GF). Let
Dl[DQ — G, —\L(Dg — GF)]: -1 Dy and 'Dg[ﬂL(Dg — GF)]: —\LﬂDg be as
above. We use (Df — 1) — (=D¥ — 1) — 1, i.e., case distinction on DE.
Hence it suffices to derive from Dy — G and ﬁl(Dg — G¥) both —ng
and -] ~DF’; recall that our goal is (Dg — G) — =1 (Df — G¥) — L. The
negative case is provided by Da[— (DE — G¥)], and the positive case by

DI[DO — G, _u_(Dg — GF)] ’
| DY - Dy Df
_\J_DO DO
_ L
-, Df

Here we have used the induction hypothesis (30) for Dy.
(32). Case L. Clearly = —, (F — F) is derivable.

Case VYV, R.
V. RF
_'RF RF
_F
— |V, RF —V, RF
| 1
ﬁLﬁRF — R —|l—|RF
R
VR

-1V, R¥ - V. R

Here we have used the induction hypothesis (32) for R.
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Case G — R.
G¥ - RF GF
_|RF RF
_F
| ~1~(GF - RF) ~(GF > RF)
G — _‘L_‘LGF G iR
-1 GF - GF
\ 1
_\L_ERF — R ﬁLﬁRF
R

-, -(G¥ - R¥) -G =R
Here we have used the induction hypotheses (32) for R and (31) for G.
(33). Case P. Clear. Case V,I. This is clear again, using the induction
hypothesis (33) for I.
Case D — I.

D¥F -D DF
| D—1 D
I —IF I
IF
(D—1I)— D¥ - IF
Here we have used the induction hypotheses (33) for I and (30) for D. O

REMARK. Is D the largest class of formulas such that D¥ — D is prov-
able intuitionistically? This is not the case, as the following example shows.

S:=V.((Qx - F) = F) = Qux),
D:= (V;Qr — L) — L.

One can easily derive (S — D)¥ — S — D, since S¥ is S and a derivation
of D¥ — S — D can be found easily.

However, S — D ¢ D, since D ¢ D. This is because D is neither (i) in
R nor (ii) of the form I — D;. For (i), observe that if D were in R, then
its premise V,Qx — L would be in G, hence V,Qz in R, which is not the
case. For (ii), observe that V,Qz — L is not in Z bcause L ¢ 7.

It is an open problem to find a useful characterization of the class of
formulas such that D¥ — D is provable intuitionistically.

We give some examples of definite and goal formulas. Keep in mind that
RCDandZ CQG.

e PcDNI.
e |l cRNG.
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e P+ 1 eRNG.
e (P> 1)—1LeRNG.

LEMMA. C € DNG for C quantifier-free such that no implication in C
has L as its final conclusion, and C € R (€ Z) if and only if L is (is not)
the final conclusion of C.

PROOF. The cases P and L are clear. Case C — R. Since C' € G we
have C — R € R, and since C' € D and R € G we have C — R € G.

Case C — I. Since C' € T (because L is not the final conclusion of C')
and I € D we have C — I € D, and since C € D we have C — I € T. O

Note that a further condition on C except being quantifier-free is needed
since for instance L — P ¢ D.

LEMMA. For goal formulas G = Gi,...,G, we have a derivation from
F— 1 of

(33) (GF - 1) =G — L
PrOOF. Assume F — L. By (31)
Gi— (GF - 1) = L

for all 4 = 1,...,n. Now the assertion follows by minimal logic: assume
GF — 1 and G; we must show L. By Gy — (GF — 1) — L it suffices to
prove G¥ — 1. Assume G¥. By G2 — (GY — 1) — L it suffices to prove
Gg — 1. Assume Gg. Repeating this pattern, we finally have assumptions
GF....,GF available, and obtain L from GF — L. O

5.3. Extraction from weak existence proofs

THEOREM (Strong from weak existence proofs). Assume that for ar-
bitrary formulas A, definite formulas D and goal formulas G we have a
derivation Mz of

(34) A= D—-VY,(G— 1)— L.

Then from ¥ — L and F — P for all prime formulas P in l_j,(_j we can
derive
A— DF 5V,(GF - 1) — L.
In particular, substitution of the formula
3,GF =3,(GFA---AGE)
for L yields a derivation M3 from the F — P of
(35) AL :==3,G¥] - D¥ - 3,G¥.
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PROOF. The first assertion follows from (30) (to infer D from DF) and
(??) (to infer G — L from G¥ — 1). The second assertion is a simple
consequence since Y, (GF — 3,G¥) and F — 3,G¥ are both derivable. [

We shall apply the method of realizability to extract computational con-
tent from the resulting strong existence proof M3. Recall that this proof
essentially follows the given weak existence proof Mz. The only difference

is that proofs of (30) (to infer D from DF) and (??) (to infer G — L from

GF - 1) have been inserted. Therefore the extracted term can be struc-
tured in a similar way, with one part determined solely by M5 and another

part depending only on the definite formulas D and and goal formulas G. -
For simplicity let G consist of a single goal formula G.

To make the method work we need to assume that all prime formulas P
appearing in ﬁF, GF are n.c. (for instance, equalities).

LEMMA. Let D be a definite and G a goal formula. Assume that all
prime formulas P in D¥,GF¥ are n.c.

(a) We have a term tp such that
DF —1ipr D

is derivable from Vy(F — yr L) and F — P.
(b) We have a term sg such that

(GF Svrl) s wrG— sguwr L

is derivable from Vy(F —yr L) and F — P.

PROOF. By the assumption all formulas D¥, GF are n.c. as well.

(a) By (30) we have a derivation Np of D¥ — D from assumptions
F — 1 and F — P. By the soundness theorem we can take tp := et(Np).

(b) By (31) we have a derivation Hg of (GF¥ — 1) - G — L from
assumptions F — 1 and F — P. Observe that the following are equivalent:

et(Hg)r (GF - 1) -G — 1),
Vouw(vr (GF = 1) wwr G — et(Hg)vwr 1),
Vo (GF = vr L) 5 wr G — et(Hg)owr L).
Hence we can take sg := et(Hg). O

THEOREM (Extraction from weak existence proofs). Assume that for
definite formulas D and a goal formula G(y) we have a derivation Mz of

D = V,(Gly) = 1) — L.
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Assume that all prime formulas P in ﬁF, G¥(y) are n.c. Let ty,...,t, and
s be terms for D1, ..., Dy, and G according to parts (a) and (b) of the lemma
above. Then from assumptions F — P we can derive

DF — GF(et(ML)ty .. . tys),
where Mé is the result of substituting 3,GF (y) for L in M-.
Proor. By the soundness theorem we have
et(Ms) r (D — Y, (G(y) — L) — 1),
Vau(@r D — 21V, (G(y) = L) = et(Mz)iz r L),
Viz(Ur D— Vyw(wr G(y) = sywr L) — et(Mz)uz r L),
Instantiating @, z by ¢, s, respectively, we obtain
trD — Vyw(wr G(y) = sywr L) — et(Mz)tsr L.
Hence by part (a) of the lemma above we have a derivation of
D¥ — Vyw(wr G(y) = sywr L) — et(Mz)tst L
from V,(F — yr L) and F — P. Substituting L by 3,G¥ (y) gives
BF = ¥yu((wr G)[L = 3,G¥ ()] — GF (syw)) — G (et(M)Fs)

from F — P. Substituting L by 3,GF (y) in the formula derived in part (b)
of the lemma above gives

(G (y) = GF(v) = (wr Gy)[L == F,G" ()] » G (svw)
from F — P. Instantiating this with v := y we obtain a derivation of
DF — GF (et(ML)ts)
from F — P, as required. U

5.4. Applications

5.4.1. List reversal. We first give an informal weak existence proof
for list reversal. Write vw for the result v * w of appending the list w to the
list v, vx for the result v x z: of appending the one element list x: to the list
v, and zv for the result x :: v of constructing a list by writing an element z
in front of a list v, and omit the parentheses in R(v, w) for (typographically)
simple arguments. Assume

mitR: R([],[]),
GenR: Yy 2 (Rvw — R(vz, zw)).

We view R as a predicate variable without computational content. The
reader should not be confused: of course these formulas involving R do
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express how a computation of the reverted list should proceed. But the
predicate R itself only represents the graph of the list reversal function.
Let us now prove

(36) VodwRow (= V(Y (Row — L) — 1)).

Fix R, v and assume InitR, GenR and the “false” assumption u: V,,—~Row;
we need to derive a contradiction. To this end we prove that all initial
segments of v are non-revertible, which contradicts InitR. More precisely,
from u and GenR we prove

Vo, A(v2)  with A(va) := Yy, (1102 = v = Yy Rojw)

by induction on vy. For ve = [] this follows from ug: v1 [ = v and our
(“false”) assumption u. For the step case, assume u: vi(zv2) = v, fix w
and assume further us: Rvyw. We must derive a contradiction. We use the
induction hypotheses with vz and zw to obtain the desidered contradiction.
This requires us to prove (i) (viz)vy = v and (ii) R(vix, zw). But (i) follows
from wuy using properties of the append function, and (ii) follows from wuq
using GenR.

We formalize this proof, to prepare it for the refined A-translation. The
following lemmata will be used:

Compat’: ¥, (v =4 w — Xw — Xv),

EqToEqD: YV, (v = w — v =4

w).
The proof term is
M =R pAupir

Ind,, A(u) VRV MBase Mstep [] Truth! "= [ upyicr)

A /\vwﬁva (

UGenR "'U

with
Mpase := A )‘Ul[]:v(

V17 ug

Compat’ {v | V= Rvw } Rv vy v (EqToEqD vivug)u),

Mstep 1= Mg XA, A2 =0 0 N0

uo(v12)u (2w) (UGenRVIWTUZ)).

We now have a proof M of Vvélevw from InitR: D and GenR: D5, with
D, = R([],[]) and Dy := Yy y(Rvw — R(vz,zw)). Using the refined
A-translation we can replace | throughout by 3, Rvw. The end formula
JpRvw 1= —V,—~Row := Vyw(Rvw — 1) — L is turned into Y, (Rvw —
JwRvw) — I, Rvw. Since its premise is an instance of existence introduc-
tion we obtain a derivation M7 of 3,,Rvw. Moreover, in this case neither the
D; nor any of the axioms used involves L in its uninstantiated formulas, and
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hence the correctness of the proof is not affected by the substitution. The
term neterm extracted in Minlog from a formalization of the proof above is

[R,v] (Rec list nat=>list nat=>list nat=>list nat)v([vO,v1]vl)
([x,v0,g,v1,v2]g(vi++x:) (x::v2)) (Nil nat) (Nil nat)

with g a variable for binary functions on lists. In fact, the underlying algo-
rithm defines an auxiliary function h by

h([],v1,v2) := v, h(zv,v1,v2) := h(v,vi1x, 2V2)

and gives the result by applying h to the original list and twice [].

Notice that the second argument of A is not needed. However, its pres-
ence makes the algorithm quadratic rather than linear, because in each re-
cursion step vix is computed, and the list append function is defined by
recursion on its first argument. We will be able to get rid of this superfluous
second argument by decorating the proof. It will turn out that in the proof
(by induction on v2) of the formula A(vy) := V,, (viv2 = v = Yy~ Rujw)),
the variable v; is not used computationally. Hence, in the decorated version
of the proof, we can use V.

5.4.2. Integer square roots. For an unbounded function f: N — N
with f(0) = 0 we prove

VoIm(f(m) <n < f(m+1)).

If e.g. f(m) = m?, then this formula expresses the existence of an integer
square root m := [/n] for any n. More formally, we prove

(37) VoTdm(=(n < f(m)) An < f(m+1))
from the assumptions

v1: Vpo(n < £(0),  we:Va(n < f(g(n)).

Here is the characteristic function of the natural ordering of the
natural numbers. We expressed f(m) < n by =(n < f(m)) and f(0) =0 by
Vn—(n < f(0)) to keep the formal proof as simple as possible. In order to
have purely universal assumptions we had to express the unboundedness of
f by a witnessing function g.

Now let us prove (34). Let n be given and assume

<N—>N—>IB

u: YV (o(n < f(m)) = n< f(m+1) — 1).

We have to show L. From v; and v we inductively get V,,,—(n < f(m)). For
m := g(n) this yields a contradiction to vs.
In Minlog, this proof is implemented as follows, after loading nat.scm:
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(add-var-name "f" "g" (py "nat=>nat"))

(set-goal "all f,g,n(

all n(n<f 0 -> bot) -> all n n<f(g n) ->
excl m((n<f m -> bot) ! n<f(m+1)))")
(assume "f" "g" "n" "vi" "y2" "u")
(assert "all m(n<f m -> bot)")

(ind)
(use "vi")
(use uun)

(assume "Assertion")

(use-with "Assertion" (pt "g n") "7")

(use "v2")

;3 Proof finished.

(save "IntSqRt")

We have saved the proof and now normalize it.

(define proof (theorem-name-to-proof "IntSqRt"))

(define nproof (np proof))

Now we can apply the refined A-translation followed by term extraction and

normalization:

(define eterm
(atr-min-excl-proof-to-structured-extracted-term nproof))

(define neterm (nt eterm))

(pp (rename-variables neterm))

and obtain

[f,f0,n] (Rec nat=>nat) (f0 n)0([n0,n1] [if (n<f n0) nl1 nO0])

Informally, the result is h(g(n)) where h: N — N is defined by

h(m) if n<f(m)

m else.

h(0)=0,  h(m+1)= {



CHAPTER 6

Decorating proofs

In this chapter we are interested in “fine-tuning” the computational
content of proofs, by inserting decorations. Here is an example (due to
Constable) of why this is of interest. Suppose that in a proof M of a formula
C we have made use of a case distinction based on an auxiliary lemma
stating a disjunction, say L: AV B. Then the extract et(M) will contain
the extract et(L) of the proof of the auxiliary lemma, which may be large.
Now suppose further that in the proof M of C the only computationally
relevant use of the lemma was which one of the two alternatives holds true,
A or B. We can express this fact by using a weakened form of the lemma
instead: L': A V" B. Since the extract et(L’) is a boolean, the extract of
the modified proof has been “purified” in the sense that the (possibly large)
extract et(L) has disappeared.

In Section 4.1 we consider the question of “optimal” decorations of
proofs: suppose we are given an undecorated proof, and a decoration of
its end formula. The task then is to find a decoration of the whole proof
(including a further decoration of its end formula) in such a way that any
other decoration “extends” this one. Here “extends” just means that some
connectives have been changed into their more informative versions, disre-
garding polarities. We show that such an optimal decoration exists, and
give an algorithm to construct it.

We then consider some applications: list reversal, computing the Fi-
bonacci numbers in continuation passing style, and finally the Maximal
Scoring Segment (MSS) algorithm. For instance in the latter case, directly
deriving such an algorithm from a proof leads to quadratic complexity. We
will see that the (automatically found) optimal decoration of this proof re-
sults in a linear extracted algorithm.

6.1. Decoration algorithm

We denote the sequent of a proof M by Seq(M); it consists of its context
and end formula.

The proof pattern P(M) of a proof M is the result of marking in c.r.
parts of M (i.e., not above a n.c. formula) all occurrences of implications

83
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and universal quantifiers as non-computational, except the “uninstantiated”
formulas of axioms and theorems. For instance, the induction axiom for N
consists of the uninstantiated formula V,,(X0 — V,,(Xn — X (Sn)) — XnN)
with a predicate variable X and a predicate substitution X — {z | A(x) }.
Notice that a proof pattern in most cases is not a correct proof, because at
axioms formulas may not fit.

We say that a formula D extends C' if D is obtained from C' by changing
some (possibly zero) of its occurrences of non-computational implications
and universal quantifiers into their computational variants — and V.

A proof N extends M if (i) N and M are the same up to variants
of implications and universal quantifiers in their formulas, and (ii) every
formula in c.r. parts of M is extended by the corresponding one in N. Every
proof M whose proof pattern P(M) is U is called a decoration of U.

Notice that if a proof N extends another one M, then FV(et(N)) is
essentially (that is, up to extensions of assumption formulas) a superset of
FV(et(M)). This can be proven by induction on N.

In the sequel we assume that every axiom has the property that for
every extension of its formula we can find a further extension which is an
instance of an axiom, and which is the least one under all further extensions
that are instances of axioms. This property clearly holds for axioms whose
uninstantiated formula only has — and V, for instance induction. However,
in V,(A0) — V,(A(n) — A(Sn)) — A(nN)) the given extension of the
four A’s might be different. One needs to pick their “least upper bound” as
further extension.

We will define a decoration algorithm, assigning to every proof pattern
U and every extension of its sequent an “optimal” decoration M, of U,
which further extends the given extension of its sequent.

THEOREM. Under the assumption above, for every proof pattern U and
every extension of its sequent Seq(U) we can find a decoration My, of U
such that

(a) Seq(Mx) extends the given extension of Seq(U), and

(b) My is optimal in the sense that any other decoration M of U whose
sequent Seq(M) extends the given extension of Seq(U) has the property
that M also extends M.

PRrROOF. By induction on derivations. It suffices to consider derivations
with a c.r. endformula. For axioms the validity of the claim was assumed,
and for assumption variables it is clear.
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Case (—"°)*. Consider the proof pattern
Mu: A
| U
_ B
A—" B
with a given extension A = C =" D or A = C — D of its sequent
I' = A =" B. Applying the induction hypothesis for U with sequent
A,C = D, one obtains a decoration M., of U whose sequent A, C; = D
extends A,C = D. Now apply (—")" in case the given extension is A =
C =" D and x,, ¢ FV(et(My)), and —* otherwise.

For (b) consider a decoration A\,M of A\, U whose sequent extends the
given extended sequent A = C =" D or A = C — D. Clearly the
sequent Seq(M) of its premise extends A, C' = D. Then M extends My, by
induction hypothesis for U. If A, M derives a non-computational implication
then the given extended sequent must be of the form A = C' —="° D and
xy ¢ FV(et(M)), hence x,, ¢ FV(et(Ms)). But then by construction we
have applied (—"¢)" to obtain A\yM,. Hence A\yM extends A\yMoo. If
AyM does not derive a non-computational implication, the claim follows
immediately.

Case (—"°)~. Consider a proof pattern

(=")",u

o, T T, 0
U |V
A B A e
(=)
B

We are given an extension II, A, = D of ®,I'; W = B. Then we proceed
in alternating steps, applying the induction hypothesis to U and V.

(1) The induction hypothesis for U for the extension I, A = A —"° D of
its sequent gives a decoration M; of U whose sequent 111, Ay = C} —sc/ne py
extends II, A = A —" D, where —¢/" means — or —"¢. This already
suffices if A is n.c., since then the extension Aq1,X = C; of V is a correct
proof (recall that in n.c. parts of a proof decorations of implications and
universal quantifiers can be ignored). If A is c.r.:

(2) The induction hypothesis for V' for the extension Ay, ¥ = C of its
sequent gives a decoration Ny of V' whose sequent Ao, Yo = (5 extends
Al, Y= Cl.

(3) The induction hypothesis for U for the extension II;, Ay = Cy —yc/ne
Dy of its sequent gives a decoration M3 of U whose sequent I3, A3 =
C5 —¢/"¢ Dy extends Iy, Ay = Cy —/"¢ D;.

(4) The induction hypothesis for V for the extension Agz, X9 = C3 of
its sequent gives a decoration N4 of V' whose sequent Ay, ¥4 = Cy extends
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A3, Y9 = (3. This process is repeated until no further proper extension
of A;, C; is returned. Such a situation will always be reached since there is
a maximal extension, where all connectives are maximally decorated. But
then we easily obtain (a): Assume that in (4) we have Ay = Ag and Cy = Cj.
Then the decoration

H3a A3 A4, 24
| M3 | N4
Cg _>c/nc D3 C4 _
Ds —

of UV derives a sequent 1l3, Ag, ¥4 = D3 extending II, A, ¥ = D.

For (b) we need to consider a decoration M N of UV whose sequent
Seq(M N) extends the given extension I, A)¥ = D of &, ¥ = B. We
must show that M N extends M3N,. To this end we go through the alter-
nating steps again.

(1) Since the sequent Seq(M) extends II, A = A —"° D, the induction
hypothesis for U for the extension A = A —"¢ D of its sequent ensures that
M extends Mj.

(2) Since then the sequent Seq(N) extends A, ¥ = (1, the induction
hypothesis for V for the extension A1,Y = C] of its sequent ensures that
N extends No.

(3) Therefore Seq(M) extends the sequent II;, Ay = Cy —/*¢ Dy, and
the induction hypothesis for U for the extension II;, Ay = (s —c/ne Dy oof
U’s sequent ensures that M extends Ms.

(4) Therefore Seq(N) extends As, 3o = C3, and induction hypothesis
for V for the extension Ag, Yy = C3 of V’s sequent ensures that N also
extends Ny.

But since A4 = Az and Cy = C3 by assumption, M N extends the
decoration M3N4 of UV constructed above.

Case (¥V*°)T. Consider a proof pattern

r
| U
e ()
VicA
with a given extension A = V,°C or A = V,C of its sequent. Applying the
induction hypothesis for U with sequent A = C, one obtains a decoration
My, of U whose sequent A; = C) extends A = C. Now apply (V*¢)*
in case the given extension is A = V2°C and z ¢ FV(et(My)), and V'
otherwise.
For (b) consider a decoration Az M of \,U whose sequent extends the
given extended sequent A = V2°C' or A = V,C. Clearly the sequent Seq(M)
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of its premise extends A = C. Then M extends M, by induction hypothesis
for U. If A\, M derives a non-computational generalization, then the given
extended sequent must be of the form A = V2C and = ¢ FV(et(M)),
hence = ¢ FV(et(My)) (by the remark above). But then by construction
we have applied (V"°)T to obtain \; M. Hence A\, M extends A\, My,. If
AzM does not derive a non-computational generalization, the claim follows
immediately.
Case (V"°)~. Consider a proof pattern

r
| U
V¢ A(z) r
A(r)

(V)™

and let A = C(r) be any extension of its sequent I' = A(r). The induction
hypothesis for U for the extension A = V.°C'(z) produces a decoration
M of U whose sequent extends A = VL°C'(z). Then apply (V*¢)~ or V7,
whichever is appropriate, to obtain the required M.r.

For (b) consider a decoration Mr of Ur whose sequent Seq(Mr) extends
the given extension A = C(r) of I' = A(r). Then M extends My by
induction hypothesis for U, and hence Mr extends Moor. U

We illustrate the effects of decoration on a simple example involving
implications. Consider A — B — A with the trivial proof M = A} AD .
Clearly only the first implication must transport possible computational
content. To “discover” this by means of the decoration algorithm we specify
as extension of Seq(P(M)) the formula A —"¢ B —"¢ A. The algorithm

then returns a proof of A — B —"¢ A.

6.2. Applications

6.2.1. List reversal: decoration of the weak existence proof.
Recall the weak (or classical) existence proof for list reversal in 5.3.1. We
apply the general method of decorating proofs in this example. First we
present our proof in more detail, particularly by writing proof trees with
formulas. Recall that we essentially use list induction. The full derivation
M is obtained from

Ind v R v | Mp
A(l]) = Vau,(A(v2) = Aavz)) = A(v))  A([) | Ms
Vo, (A(v2) = A(zvz)) = A(v) Vo, (A(v2) = A(zv2))

Vo, (V10 = v = V=" Ruyw) (= A(v))
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[ug: v1 [ =]
CompatRev R v wv1 w | N1
v1 =1 v = V,—?Row — V" Rujw v [ =3 I+ R w
V=2 Row — V=" Ruqw V= Row
V" Rujw Lty
v1 [| = v = V" Rujw

Yoy (1] = v = V= Ruw) (= A([]))
FIGURE 1. Base derivation Mp

[ug: A(ve)] vz

(v12)va=0v — Y= R(viz,w) [u1: v1(zv2)=0] [us: Rvjw]
Vo R(viz, w) TWw | No
-R(viz, zw) R(viz, zw)
JuR
v —>+U2
—FRvjw
Vo R
U —>+U1

v1(2v2) = v = Yy Rujw
Yo, (V1 (z02)=0 = V" Rojw) (=A(xv2))
A(ve) — A(zve)
Vs (A(v2) = A(zv2))

—>+u0

FIGURE 2. Step derivation Mg

by applying it to [], Truth, || and InitR and finally introducing V,. Here
Ind: Vo rVw(A([]) = Ve, (A(v2) — A(zv2)) — A(Ww)),
A(vg) := Yy, (V1v2 = v — Vw—ﬁvaw),
-'B:= B— Jw Row.

The end formula then is V,,3,, Rvw. We have used the base derivation Mpg

in Figure 1 with N; involving EqToEqD: ¥, (v = w — v =% w), and

d vy = V" Rugw — Vw—nglw)

CompatRev: Vg, , 4,01 =
3t %va—'Hva.

We have also used the step derivation Mg in Figure 2 with No involving the
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assumption GenR: Y,  »(Rvw — R(vz, zw)).
We now apply the decoration algorithm. Notice that the sequent or our
derivation consists of the context

InitR: R([],]) GenR: V2 (Row — R(vz, zw))

and the end formula V,3,, Rvw. Among the axioms used, the only ones in
c.r. parts are list induction, CompatRev and 3. If we now form the proof
pattern as defined above, we obtain a clash at the list induction axiom.
Recall that it is given by its uninstantiated formula

Vo (X([]) = Vo, (X (v2) = X(202)) = X(0))

and the predicate substitution X +— {v | A(v)}. When forming the proof
pattern, A(vs) is changed into A(vg) := VI (v1vg = v — VAT Ruyw), but
the uninstantiated formula is not touched. The clash then consists in the
fact that the conclusion of the decorated induction axiom

VoaVu (A(]) = Vo (A(v2) = A(zvg)) = A(w)),
is a proper extension of what is in the proof pattern:

b (A() =" ViS, (Alva) =" Azvz)) =" A(w)).

v, R,w x,vg

The decoration algorithm now replaces the latter by the former. Similarly
in Mp the conclusions of the decorated axioms CompatRev and 3

rI:ZC,v,vl,vg (Ul =d Vg — vgc_\HR,U?w — VE,C_‘HR'UﬂU)

R Vw(Rvw — Jy, Rvw)
are proper extensions of what is in the proof pattern

vl;{%vl,vz (v1 =1 v2 = \v%c_\Sszw —he VE;C_‘SRUNU)

1}{1}7w(va — JwRow)

and the decoration algorithm replaces the latter by the former. But now
the end formula V,,—7 Rvw of the 3*-derivation is a proper extension of the
premise of the conclusion V-7 Rvow — V2°~?Rvjw) of the CompatRev-
derivation. This requires us to go back into the CompatRev-derivation and
change the predicate substitution X — {v | A(v)} to X — {v | A'(v)}
with A'(vg) := Vi(v1vg = v — V=" Rujw). Thus we obtain the derivation
in Figure 3.
But now we have a clash where MJ; is used:

_ Infi v RA v _ |M1/3
A(l]) = VY, (Alv2) = A(zv2)) — A(v)  A'([])
Va.og (A(v2) =7 A(z7)) =™ A(v)
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[ug: v1 [ =]
CompatRev R v wv1 w | N1
v1 =1 v = V,—?Row — V" Rujw v [ =3 I+ R w
V=2 Row — V=" Ruqw V= Row
V" Rujw Lty
v1 [| = v = V" Rujw

Vo (v [] = v = Vo= Ruiw) - (= A([))

FIGURE 3. Base derivation Mp

Thus we have to go again into the left hand derivation and change the
predicate substitution X — {v | A(v)} used in the induction axiom into
X — {v|A'(v)}. This gives us Vy,, (A (v2) = A'(zv2)) — A'(v).

Now the next clash appears where we used Mg: we have to change
P(Mg) with end formula ngUQ(A(UQ) —"¢ A(zvp)) into a derivation M} of
V0o (A (v2) = A'(zv2)). But this is easy, since no c.r. axioms are involved:
just change V3¢, Vi° everywhere into Vg, V.

Finally we obtain

Ind v R w | Mp
A'([]) = Vaw, (A (v2) = Al(av2)) — A'(v)) A'([]) | Mg
Vv (A (v2) = A'(zv2)) — A'(v) Vs (A (v2) = A (202))

Ves(viv = v — Vw—\ﬂvaw) (= A'(v))

Applying this it to [], Truth, || and InitR and finally introducing V, gives us
a decorated derivation of formula V,3,, Rvw. The difference is that induction
is now used w.r.t. the formula A'(ve) := Vp¢(vive = v — Vo~ Rvjw) with
Vy, rather than Vy, .

The extracted term neterm then is

[R,v] (Rec list nat=>list nat=>list nat)v([v0]v0)
([x,v0,f,v1i]f(x::v1)) (Nil nat)

with £ a variable for unary functions on lists. To run this algorithm one has
to normalize the term obtained by applying neterm to a list:

(pp (nt (mk-term-in-app-form neterm (pt "1::2::3::4:"))))
The returned value is the reverted list 4::3::2::1:. This time, the under-
lying algorithm defines an auxiliary function g by

g9([,w) :=w, g(z ::v,w) = g(v,x 2 w)
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and gives the result by applying g to the original list and []. In conclusion,
we have obtained (by machine extraction from an automated decoration of
a weak existence proof) the standard linear algorithm for list reversal, with
its use of an accumulator.

6.2.2. Fibonacci numbers. An application of decoration occurs when
one derives double induction

Vo (Qn — Q(Sn) — Q(S(Sn))) — V,(Q0 — Q1 — Qn)
in continuation passing style, i.e., not directly, but using as an intermediate
assertion (proved by induction)

Vom(@Qn — Q(Sn) = Q(n+m)) = Q0 — Q1 — Q(n+ m)).

After decoration, the formula becomes
Va2 ((Qn — Q(Sn) — Q(n +m)) — Q0 — Q1 — Q(n +m)).

This can be applied to obtain a continuation based tail recursive defi-
nition of the Fibonacci function, from a proof of its totality. Let G be the
(n.c.) graph of the Fibonacci function, defined by the clauses

G(0,0), G(1,1),

Vnww(G(n,v) = G(Sn,w) = G(S(Sn),v +w)).
From these assumptions one can easily derive

V3G (n,v),
using double induction (proved in continuation passing style). The term
extracted from this proof is
[n] (Rec nat=>nat=>(nat=>nat=>nat)=>nat=>nat=>nat)n([n0,k]k)
([n0,p,n1,k]p(Succ n1) ([n2,n3]k n3(n2+n3)))

applied to 0, ([n0,n1]n0), 0 and 1.

An unclean aspect of this term is that the recursion operator has value
type

nat=>(nat=>nat=>nat)=>nat=>nat=>nat
rather than (nat=>nat=>nat)=>nat=>nat=>nat, which would correspond to
an iteration. However, we can repair this by decoration. After (automatic)
decoration of the proof, the extracted term becomes
[n] (Rec nat=>(nat=>nat=>nat)=>nat=>nat=>nat)n([k]k)
([n0,p,k]p([n1,n2]k n2(ni+n2)))

applied to ([n0,n1]1n0), 0 and 1 (k, p are variables of type nat=>nat=>nat
and (nat=>nat=>nat)=>nat=>nat=>nat, respectively.) This is iteration in
continuation passing style: the functional F' recursively defined by

F(0,k) =k
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F(n+1,k) := F(n, A\ (k(n',n+n')))

is applied to n, the left projection A, ,, 10 and 0, 1.

6.2.3. Proof transformations. In the next two examples we allow
the decoration algorithm to substitute an auxiliary lemma used in the proof
by a lemma that we specify explicitly. The algorithm will verify if the lemma
passed to it as an argument is fitting and if this is the case, it will replace
the lemma used in the original proof by the specified one. If not, the initial
lemma is kept. This will allow for a certain control over the computational
content, as shown by the following examples.

6.2.3.1. Awoiding factorization. Our first example is an elaboration of
Constable’s idea described in the introduction. Let Pn mean “n is prime”.
Consider

YV (Pn V* Eifn’,ol(n =mk)) factorization,

Y (Pn VY 34

m,k>1(n =mk)) prime number test.

Euler’s p-function has the properties

{@(n) =n—1 if Pn,

p(n) <n—1 if nis composed.

Suppose that somewhat foolishly we have used factorization and these prop-
erties to obtain a proof of

Vo(e(n) =n—1V'p(n) <n-—1).

Our goal is to get rid of the expensive factorization algorithm in the com-
putational content, via decoration.
The decoration algorithm arrives at the factorization theorem

Vn(Pn V! Elg@,k>1(n = mk))
with the decorated formula

Y, (Pn Ve 34 k>1(n=mk)).

m

Since the prime number test can be considered instead of the factorization
lemma, we can specify that the decoration algorithm should try to replace
the former by the latter. In case this is possible, a new proof is constructed,
using the the prime number test lemma. Should this fail, the factorization
lemma is kept. As it turns out in this case, the replacement is possible.

In the Minlog implementation the difference is clearly visible. cFact
denotes the computational content of the factorization lemma Fact (i.e.,
the factorization algorithm), and cPTest the computational content of the
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lemma PTest expressing the prime number test. The extract from the orig-
inal proof involves computing (cFact n), i.e., factorizing the argument,
whereas after decoration the prime number test cPTest suffices.

(define eterm (proof-to-extracted-term nproof))
(define neterm (rename-variables (nt eterm)))
(pp neterm)

;3 [n][if (cFact n) True ([algClFalse)]

(define decnproof (fully-decorate nproof "Fact" "PTest"))
(pp (nt (proof-to-extracted-term decnproof)))
;; cPTest

6.2.3.2. Maximal scoring segment. The second example is due to Bates
and Constable (1985), and deals with the “maximal scoring segment” (MSS)
problem. Let X be a set with a linear ordering <, and consider an infinite
sequence f: N — X of elements of X. Assume further that we have a
function M: (N — X) - N — N — X such that M(f,i, k) “measures”
the segment f(i),..., f(k). The task is to find a segment determined by
i < k < n such that its measure is maximal. To simplify the formalization
let us consider M and f fixed and define seg(i, k) := M (f,i, k).

Such a problem appears e.g. in computational biology, when one wants
to compute regions with high G, C' content in DNA. Let

X :={G,C AT},
g: N — X (gene),

| L1 it g) e {aG, ey,
fTN—=Z, f@i):= {_1 if g(i) € {A, T},

seg(i, k) = f(i) + -+ + f(k).

Of course we can simply solve this problem by trying all possibilities;
these are O(n?) many. The first proof to be given below corresponds to
this general claim. Then we will show that for a more concrete problem
with the sum x; + --- + x; as measure the proof can be simplified, using
monotonicity of the sum at an appropriate place. From this simplified proof
one can extract a better algorithm, which is linear rather than quadratic.
Our goal is to achieve this effect by decoration.

Let us be more concrete. The original specification is to find a maximal
segment x;, ..., Tk, i.e.,

Vo I pcn Vir<ir <n (seg (i’ k') < seg(i, k)).

A special case is to find the maximal end segment

V”H;Snvj’ﬁn(seg(jla n) < seg(j,n)).
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We provide two lemmata proving the existence of a maximal end segment
for n + 1. The first one is

L: Vn3;§n+1vj’§n+1(seg(j/, n+ 1) < Seg(jv n+ 1))

Its proof introduces an auxiliary variable m and proceeds by induction on
m, with n a parameter:

ViV m<nt15<nt1Vyr<m(seg(d’,n + 1) < seg(j,n +1)).
The second one is
LMon: V)°(ES,, — Mon — S;Snﬂvjlgnﬂ(seg(j', n+1) <seg(j,n+1))).

It has as additional assumptions the existence ES,, of a maximal end segment
for n

ES,: H}Snvjfgn(seg(jl,n) < seg(j,n))
and the assumption Mon of monotonicity of seg

Mon: seg(i, k) < seg(j, k) — seg(i, k + 1) < seg(j,k+ 1).

The proof proceeds by cases on seg(j,n+ 1) <seg(n+1,n+1). If < holds,
take n + 1, else the previous j.

We now prove the existence of a maximal segment by induction on n,
simultaneously with the existence of a maximal end segment.

MaxSegMon: Vn(El%kgnvifgkxgn(seg(é', k') < seg(i, k)) A

Fj<nVir<n(seg(s’,n) < seg(j,n)))
In the step, we compare the maximal segment 4, k for n with the maximal
end segment j,n + 1 provided separately. If < holds, take the new i, k to be
7,n + 1. Else take the old i, k.

Depending on how the existence of a maximal end segment was proved,
we obtain a quadratic or a linear algorithm. If we consider the first proof
involving induction on the auxiliary variable m, we obtain a quadratic algo-
rithm as follows.

(define eterm (proof-to-extracted-term
(theorem-name-to-proof "MaxSegMon")))
(add-var-name "ijk" (py "nat@@nat@@nat"))
(define neterm (rename-variables (nt eterm)))
(pp neterm)
The result is
[le,seg,n] (Rec nat=>nat@Onat@@nat)n(000Q0)
([n0,ijk]
[if (le(seg left ijk right right ijk)
(seg((cL alpha)le seg nO(Succ n0)) (Succ n0)))
((cL alpha)le seg nO(Succ n0))
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(left ijk)]e
(cL alpha)le seg n0O(Succ n0)®@
[if (le(seg left ijk right right ijk)
(seg((cL alpha)le seg nO(Succ n0)) (Succ n0)))
(Succ n0)
(right right ijk)])
The computational content of L involves as additional recursion, since L was
proved by induction on m.
(pp (rename-variables (nt
(proof-to-extracted-term (theorem-name-to-proof "L")))))

[le,seg,n,n0] (Rec nat=>nat)n0 O

([n1,n2] [if (le(seg n2(Succ n)) (seg(Succ nl1) (Succ n)))
(Succ nl)
n2])

The two nested recursions give a quadratic algorithm.
Now how could the better proof be found by decoration? We have

L: vn;l;gn-ﬁ-lvj'SnJrl(SGg(.j/? n+ 1) < Seg(j7 n+ 1))7
LMon: V) °(ES,, — Mon — 3;§n+lvj/§n+1(seg(j', n+1) <seg(j,n+1))).

The decoration algorithm arrives at L with

1 . .
i1 Vir<ns1(seg(j',n + 1) < seg(j,n + 1)).
LMon fits as well, its assumptions ES,, and Mon are in the context, and it has
the less extended V}° rather than V,,, hence is preferred.
In Minlog we can do the decoration by executing
(define decproof
(decorate (theorem-name-to-proof "MaxSegMon") "L" "LMon"))
(define eterm (proof-to-extracted-term decproof))
(pp (rename-variables (nt eterm)))

[le,seg,n] (Rec nat=>nat@Onat@@nat)n(00@0Q0)
([n0,1ijk]
[if (le(seg left ijk right right ijk)
(seg((cLMon alpha)le seg n0O left right ijk)
(Succ n0)))
((cLMon alpha)le seg nO left right ijk)
(left ijk)]e@
(cLMon alpha)le seg nO left right ijke@
[if (le(seg left ijk right right ijk)
(seg((cLMon alpha)le seg nO left right ijk)
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(Succ n0)))
(Succ n0)
(right right ijk)1)
The computational content cLMon of LMon is

(pp (rename-variables
(nt (proof-to-extracted-term
(theorem-name-to-proof "LMon")))))

[le,seg,n,n0] [if (le(seg n0(Succ n)) (seg(Succ n)(Succ n)))
(Succ n)
n0]

which does not involve recursion any more. Hence after decoration we have
a linear algorithm.



APPENDIX A

Denotational semantics: proofs

We show that every closed term M has a computable functional [M] as
its denotation.

A.1. Unification

We show that for any two constructor terms one can decide whether
there exists a unifier, and if so, compute a most general one. A solution of
this problem has been given by Robinson (1965). In the formulation of the
algorithm below we follow Martelli and Montanari (1982).

By a constructor term P, @ (term for short) we mean a term built from
variables x,y, z and constructors C by application. A substitution is a finite
set 9 = {P1/x1,..., P,/xy,} of pairs of variables and terms, such that x; # z;
for i # j, and P; # x; for all i. An element P;/z; of ¥ is called a binding
(of x; to P;). By P9 we denote the result of simultaneously replacing each
variable x; in P by P;, and call Py the instance of P induced by 9. We
shall use 9, n,  for substitutions. Let € be the empty substitution. For given
substitutions

19 = {Pl/xl,...,Pn/:rn}
n= {Ql/ylv .- -,Qm/ym};

the composition ¥n of ¥ and n is the substitution obtained by deleting in
the set

{Pln/l’ly---aPnn/mel/ylaw-va/ym}

all bindings Pjn/x; such that Pin = x;, and also all bindings Q;/y; such that
yj € {z1,...,2,}. A substitution ¥ is idempotent if 99 = . A substitution
9 is called more general than n (written n < ), if there is a substitution ¢
such that n = 9¢. ¥ and 7 are equivalent, if 9 < n <.

It is easy to see that (PY¥)n = P(9n), and that composition is associative.

We now come to the unification problem. By this we mean the question
whether for two given terms P, @ there is a substitution ¢ “unifying” the
two terms, i.e., with the property P = Q.

Let E denote finite equation systems, i.e., multisets

{Plela"'a-Pn:Qﬂ}

97



98 A. DENOTATIONAL SEMANTICS: PROOFS

of equations between terms (more precisely pairs of terms). Consider {_L} as
a (contradictory) equation system. A substitution 9 unifies E, if for every
equation P = @ in E we have PY = QU; no 9 unifies {L}. ¥ is a most
general unifier (mgu) of E, if ¥ is a unifier of F and n < ¢ for every unifier
n of E.

The following characterization of idempotent mgus will be useful in the
proof of the Unification Theorem below.

LEMMA (Characterization of idempotent mgu’s). Let ¥ be a unifier of
E. Then 9 is an idempotent mgu of E iff n = 9n for all unifiers n of E.

PROOF. Assume that ¥ is a unifier of F.

—. Let ¥ be an idempotent mgu of E, and assume that 7 is a unifier of
E. Since ¥ is a mgu of E, we have n = 9 for some substitution (. Hence
n =9¢ =99 = In.

<. Assume that n = ¥n for all unifiers n of E. Now let 1 be a unifier
of E. Then n < 9; therefore ¥ is a mgu. Since 9 is a unifier, by assumption
we have ¥ = 9. O

DEFINITION (Unification algorithm). E +y E’ is defined by
) {P=2}UE —. {z=P}UE,if P is not a variable.
) {r=2}UE —. E.
) {CPl...Pn:CQl...Qn}UE'—)‘; {Pl :Ql,...Pn:Qn}UE.
d) {CPl...Pn:C/Ql...Qn}UE'—)E {L} 1fC7éC’
(e) {x =P, Pi(z) = Qi(x),...,Py(x) = Qn(x)} Pz}
{P(P) = Qi(P),... Po(P) = Qu(P)} if x ¢ FV(P).
(f) {x = PYUE —. {1}, ifx € FV(P) and P # z.

PROPOSITION. Assume E +y E'.
(a) If ' is a unifier of E', then 91’ is a unifier of E.
(b) If n is a unifier of E, then n = 9n and n is a unifier of E'.

PROOF. By cases according to the definition of F +—y E’. Clearly it
suffices to treat case (e).

Let 7' be a unifier of E’. Then {P/x}n is a unifier of E.

Let n be a unifier of E. Then zn = Pn, hence n = {P/x}n (since both
substitutions coincide on all variables), and moreover

P{P/z}n = Pn = Qin = Qi{P/x}n.
Hence 7 is a unifier of E’. O
COROLLARY. Assume
Ey =y, By =y, ... By =y, Entr.
(a) If ¥ is a unifier of Epy1, then ¥ ...9,9 is a unifier of E.
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(b) If n is a unifier of Eq, then n =191...9,n and n is a unifier of Ep41.

PrRoOOF. The first part clearly follows from the first part of the Propo-
sition. The second part is proved by induction on n. For n = 0 there is
nothing to show. In the step we split the assumption into

E1 9, E2 and E2 g e En 9, En+1.

By the second part of the Proposition we have that n = 1917 is a unifier of
E5. Hence by IH n = 95 ---9,n is a unifier of E, ;. Moreover we have
?’]:191’)7:191192...071?7. O

UNIFICATION THEOREM. Let E be a finite equation system. Then every
sequence

E:Eli—hgl Egi—>192...

terminates with Ep1 = 0 or Enp1 = {L}. In the first case E is unifi-
able, and 91 ...9, is an idempotent mgu of E. In the second case E is not
unifiable.

Proor. We first show termination using the lexicographic ordering of
N3. To every E = {P; = Q1,..., P, = Q,} assign a triple (n1,n2,n3) € N3
by

n1 := number of variables in F,
ngy := number of occurrences of variables and constructors in F,

ng := number of equations P = x in E such that P is not a variable.

In every step FE +—y E’ the assigned triple decreases w.r.t. the lexicographic
ordering of N3. This can be verified easily by considering the different cases:
For (a), n1,ne remain unchanged, and ng decreases. For (b), (c), (d) and
(f), no decreases, and n1 does not increase. For (e), n; decreases. Hence our
given sequence Ey —y, Eg >y, ... terminates with E,, —y, E,+1. Then it
is easy to see that either E, 1 =0 or B, = {L}.

Case E,11 = (). By the Corollary ¥ ...9, is a unifier of F, and by the
Proposition we have n = ¥ ...9,n for every unifier n of E. Hence by the
characterization of idempotent mgu’s #; ..., is an idempotent mgu of F.

Case Eny1 = {L}. Then by the proposition F is not unifiable. O

A.2. Ideals as denotations of terms

Recall the definition of the relation (U, a) € [AzM] in Section 2.3

The height of a derivation of (lj ,a) € [AgM] is defined as usual, by
adding 1 at each rule. We define its D-height similarly, where only rules
(D) count.
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We begin with some simple consequences of this definition. The following
transformations preserve D-height:

(38) VU= (U,a) € [MsM] — (V,a) € [NsM],

(39)  (U,V,a) € AgyM] < (U,a) € [\aM] if y ¢ FV(M),

(40)  (U,V,a) € Pay(My)] & (U,V,a) € [\zM] if y ¢ FV(M),
41)  (U.V,a) € Pag (MPH)] (U, P(V),a) € Mgz (M(2))].

PROOF. (36) and (37) are both proved by easy inductions on the respec-
tive derivations.

(38) Assume (U,V,a) € [Azy(My)]. By (A) we then have W such
that (U, V,W) C [Azyy] (i.e., VEW) and (U,V,W,a) € [\z,M]. By (36)
from the latter we obtain (U,V,V,a) € [Az,M]. Now since y ¢ FV (M),
(37) yields ((7 ,V,a) € [A\zM], as required. Conversely, assume ((7 ,V,a) €
[\zM]. Since y ¢ FV(M), (37) yields (U,V,V,a) € [AzM]. Clearly we
have (U, V,V) C [Azyy]. Hence by (A) (U,V,a) € [Azy(My)], as required.
Notice that the D-height did not change in these transformations.

(39). By induction on ﬁ, with a side induction on M. We distinguish
cases on M. The cases x;, C and D are follow immediately from (37). In
case M N the following are equivalent by induction hypothesis:

(U,V,a) € Dag (MN)(P()))]

—

(([7 VW) € Pag N(P@))A (U, V, W, a) € [Aag (M(PF)))])
w((T, P(V),W) € [Aag (N(Z))] A (T, P(V), W, a) € [As g (M(2))])
(U, P(V),a) € [Asg (MN)(2))].
The final case is where M is z;. Then we have to show
(0,V,0) € P\ g(P@))] & P(V) Fa.

We distinguish cases on P(y). If P(¥) is y;, then both sides are equivalent
to Vj Fa. In case P(y) is (CQ)(¥) the following are equivalent, using the
induction hypothesis for Q( J)
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CQ(V) F a. O
Let ~ denote the equivalence relation on formal neighborhoods generated
by entailment, i.e., U ~ V means (U V) A (V FU).
(42) If U+ P(V), then there are W such that U ~ P(W) and W + V.

PROOF. By induction on P. The cases x and () are clear, and in case

ﬁ, @ we can apply the induction hypothesis. It remains to treat the case
CP(Z). Since U - CP(V) there is a b such that Cbj € U. Let

Up={a|3:(Ca* €UNa=a])}.
For the constructor pattern CZ consider CU . By definition
CU = { Ca* | af € U; if U; # 0, and a] = * otherwise }.

We first show U ~ CU. Assume Ca* € CU. For each i, if U; # 0, then there
is an af such that Ca; € U and af; = a}, and if U; = () then af = *. Hence

UD{Ca’|U;#0}U{Ch}F Cat.
Conversely assume Ca* € U. We define Cb* € CU by b = af if a} # ,
bf =« if U; = 0, and otherwise (i.e., if af = * and U; # 0) take an arbitrary
b* € U;. Clearly {Cb*} F Ca*.
By definition Ut ﬁ(‘?) Hence by induction hypothesis there are |14
such that U ~ P(W) and W V. Therefore U ~ CU ~ CP(W). O

LemMA (Unification). If PL(V}) ~ --- ~ P,(V,), then P,..., P, are
unifiable with a most general unifier 9 and there exists W such that

(BO)Y(W) = - = (B0)(W) ~ Pi(Vi) ~ - ~ B(Vo).
ProOOF. Assume Py(V;) ~ --- ~ B,(V,). Then Py(V}),...,P.(V,)
are componentwise consistent and hence Pp,..., P, are unifiable with a
most general unifier 9. We now proceed by induction on Pi,...,P,. If

they are either all empty or all variables the claim is trivial. In the case
(P, P)),...,(P,, P,) it follows from the linearity condition on variables that
a most general unifier of (Py, Py),...,(P,, P,) is the union of most general
unifiers of 151, ceey P, and of Py, ..., P,. Hence the induction hypothesis ap-
plies. In the case Cﬁl, el CP, the assumption Cﬁl(ﬁ) ~ e~ Cﬁn(vn)
implies P(V}) ~ --- ~ P,(V,) and hence again the induction hypothesis
applies. The remaining case is when some are variables and the other ones
of the form CP;, say x, Cﬁg, ...,CP,. By assumption

Vi ~ CPy(Va) ~ « -+ ~ CP, (V).
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By induction hypothesis we obtain the required W such that
(B)(W) = - = (P)(W) ~ Po(Vh) ~ - ~ By(Vo). O

We need a final preparation before we can tackle consistency of [AzM].
The information systems C, enjoy the pleasant property of coherence, which
amounts to the possibility to locate inconsistencies in two-element sets of
data objects. Generally, an information system A = (A, Con,t) is coherent
if it satisfies: U C A is consistent if and only if all of its two-element subsets
are.

LEMMA. Let A and B be information systems. If B is coherent, then
sois A — B.

PROOF. Let A = (A, Cony,t4) and B = (B, Conpg, tp) be information
systems, and consider {(Uy,b1),. .., (Un,by)} € Cong x B. Assume

Vi<i<j<n({(Ui, bi), (Uj, b5)} € Con).

We have to show {(U1,b1),...,(Upn,by)} € Con. Let I C {1,...,n} and
Uier Ui € Cong. We must show {b; | i € I} € Cong. Now since B
is coherent by assumption, it suffices to show that {b;,b;} € Conp for all

i,7 € 1. Solet 4,5 € I. By assumption we have U; UU; € Conyg, and hence
{bi,bj} (S COI]B. [l

By a similar argument we can prove
LEMMA (Coherence). The information systems C, are all coherent.

PRrROOF. By induction of the height |U| of consistent finite sets of tokens
in C,, as defined in parts (c) and (d) of the definition in 2.1.5. O

LEMMA (Consistency). [AzM] is consistent.

PROOF. Let (Uj,a;) € [AzM] for i = 1,2. By coherence it suffices
to prove that (Uy,a1) and (Us,az) are consistent. We shall prove this by
induction on the maximum of the D-heights and a side induction on the
maximum of the heights.

Case (V). Let (171, ap), (172, az) € [Azzi], and assume that U, and U, are
componentwise consistent. Then Uy; F a1 and Us; F ao. Since Uy; U Usy; is
consistent, a; and as must be consistent as well.

Case (C). For i = 1,2 we have

1_/; F a%
(ﬁi, ‘_/;‘, Caj‘) S [[)\fC]] '
Assume (7'1, Vi and (72, V, are componentwise consistent. The consistency of
Ca} and Caj follows from V; = a; and the consistency of Vi and V5.
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Case (A). For i = 1,2 we have

(Ui, Vi,a;) € [\aM] (U3, Vi) € [MaN]
(Ui, a;) € [Mz(MN)] '

Assume U; and U, are componentwise consistent. By the side induction
hypothesis for the right premises V3 U V5 is consistent. Hence by the side
induction hypothesis for the left hand sides a; and a9 are consistent.

Case (D). For i = 1,2 we have

— . —

(Ui, Vivai) € Dag Mi(5)] Wik By(Vy)

D (D)
(0. Wira) € Dl

for computation rules Df_’;(gj;) = M;(7;). Assume ﬁl,Wl and ﬁg,Wg are
componentvvlse consistent; we must show that a; and ap_are consistent.
Since W1 U W2 F P(V) for i = 1,2, by (40) there are V/,VJ such that
Vi’ FV; and Wy UWy ~ (V’ ). Then by the unification lemma there are 1174
such that (Pj0)(W) = (Py0)(W) ~ B,(V/) - P(V;) for i = 1,2, where ¥ is
the most general unifier of ]31 and f’g. But then also

(59) (W) = Vi,
and hence by (36) we have
(T, (5:0) (W), i) € [Aag, Mi(5)]
with lesser D-height. Now (39) gives
(Ui, W, i) € [AgzMi(57:)0]

without increasing the D-height. Notice that M;(y;)9 = My (%;)9 by our
condition on computation rules. Hence the induction hypothesis applied to
(U, W,a1), (Ua, W, a9) € [Az M1 (71)9] implies the consistency of a; and
as, as required. O

LEMMA (Deductive closure). [AzM] is deductively closed, i.e., if W C
[AzM] and Wt (V,b), then (V,b) € [AzgM].

PRrROOF. By induction on the maximum of the D-heights and a side
induction on the maximum of the heights of W C [AzM]. We distinguish

cases on the last rule of these derivations (which is determined by M).
Case (V). For all (U,a) € W we have

U, Fa
(U,a) € [Mgzi]
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We must show V; b b. By assumption W  (V,b), hence WV F b. It suffices
to prove V; WV. Let c € WV; we show V; - ¢. There are U such that
V U and ((j, ¢) € W. But then by the above U; |- ¢, hence V; - U; + c.

Case (A). Let W = {(Uy,a1), ..., (Un,an)}. For each (Us,a;) € W there
is U; such that

(U}, Ui,CLi) S ﬂ)\fMﬂ (U}, Ul) - ﬂ)\fN]]
(Ui, a:) € [\s(MN)]

Define U := [J{U; | V + U;}. We first show that U is consistent. Let
a,b € U. There are 7, j such that a € U;, b € U; and VI ﬁi,[jj. Then U'Z
and ﬁj are consistent; hence by the consistency of [AzN] proved above a
and b are consistent as well.

Next we show (V,U) C [AzN]. Let a € U; we show (V,a) € [\zN]. Fix
i such that a € U; and V + U;, and let W; := {(U;,b) | b € U; } C [AzN].
Since by the side induction hypothesis [AzN] is deductively closed it suffices
to prove W;  (V,a), ie., {b|be Ui AV I U;} + a. But the latter set
equals U;, and a € U;.

Finally we show (V,U,b) C [AzM]. Let

W' = {(U,Ur,a1),...,(Upn,Up,an)} C [AzM].

By side induction hypothesis it suffices to prove that W’ (‘7, U,b), ie.,
{ai | VEUANUF U;} + b. But by definition of U the latter set equals
{a; | V+U;}, which in turn entails b because by assumption W - (V,b).
Now we can use (A) to infer (V,b) € [AzM], as required.
Case (C). Assume W C [A\3C]. Then W consists of (U,U’, Ca*) such
that U’ F a*. Assume further W  (V,V’,b). Then

{Ca* | 35 5((U, U, Ca*) e WAV FUAV' FU') } b
By definition of entailment b has the form Cb* such that

Wi={a|355 z(a=a; A(U,T,Ca*) e WAV TNV FT')}F b}

We must show (V,V’,Cb*) € [AzC], i.e., V' F b*. It suffices to show V! +
W;, for every i. Let a € W;. Then there are U,U’, a* such that a = a;,
(U,U',Ca*) € W and V' - U". Hence V/ + Ul F a} = a.

Case (D). Let W = {(U1,U,a1), ..., Uy, U, a,)}. For every i there is
an U! such that
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1;) a computation rule. Assume _’, % ,0). We must
i) = M;(7;) i le. A W (V, V" b). W

—

(v
V,V".b) € [AzD]. Let
I:={i|1<i<nAVFUAV'FU"}.

for DP,;
prove (

Then {a; | i € I} F D, hence [ + @.HFor i € I we have VWJ_ U’ v+ B(U)),
hence by (40) there are V/ such that V" ~ P;(V/) and V/ - U]. In particular
fori,jel

V"~ B(V]) ~ By(V)).
To snrnphfy notation assume I = {1,...,m}. Hence by the unification lemma

Pl, .. P are unifiable with a most general unifier 9 and there exists W
such that
(PO)(W) = - = (Ppd)(W) ~ Py(V)) ~ - ~ B (V).

Let i,j € I. Then by the conditions on computation rules M;¥ = M;v. Also
(7:9)(W) V! - U!. Therefore by (36)

(V, (50) (W), ai) € [Ag g Mi(53)]
and hence by (39)
(v7W7ai) € [[)‘fy_%M( 19)]]
But M;(y;v) = M;9 = M9 = M;(yiv) and hence for all ¢ € I
(‘77Waai) € [[/\ ,szl(ylﬂ)]]

Therefore X := { (V, W, al) | i€ I} C [AggMi(yiv)]. Since {a; | i €
1 } F b, we have X (V W ,b) and hence the induction hypothesis 1mphes
(V,W,b) € [z Mi(5i0)]. Using (39) again we obtain (V, (7:9)(W),b) €
Az 7ylM1(y1)]] Since V" ~ Py(V/) ~ Pi((719)(W)) we obtain (V,V",b) €
[AzD], by (D). O

COROLLARY. [AzM] is an ideal.

A.3. Preservation of values

We now prove that our definition above of the denotation of a term
is reasonable in the sense that it is not changed by an application of the
standard (8- and 7-) conversions or a computation rule. For the S-conversion
part of this proof it is helpful to first introduce a more standard notation,
which involves variable environments.

DEFINITION Assume that all free variables in M are among Z. Let
Uy
[[M]] —{b[(U b) € [\gM] } and [[M]]aa = Ugu[[M .

zj

E~2¢Q
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From (37) we obtain [M]}) = [M]Y if y ¢ FV(M), and similarly for
ideals #, v instead of U , V. We have a useful monotonicity property, which
follows from the deductive closure of [AzM].

LEMMA. (a) If VU, ab b anda e [M ]]f(7 then b € [M ﬂg
(b) If 5 2, at b and a € [M]Z, then b € [M]5.

PROOF. (a) V F U, at band (U,a) € [\zM] together imply (V,b) €
[AzM], by the deductive closure of [AzM]. (b) follows from (a). O

LEMMA. (a) [[afz]]ﬁ7 =U; and [[arz]]g = u;.
(b) DyMIE = {(V.D) | b€ [MIg)"} and P\ MIF = { (V1) | b€ [MIz) ).
(¢) IMNTZ = [MIZINTS ond [MNTE = [MZIVTE
PRrROOF. (b) It suffices to prove the first part. But (V,b) € [[)\yMﬂg and
be [[M]]gyv are both equivalent to (U, V,b) € Az, M].
(c) For the first part we argue as follows.
c € [MIYINTY Fycpz (Voe) € [M]
& 3y (U, V) C [AzN] A (U, V,¢) € [AzM])
& (U,e) € [\s(MN)] by (A)
& ce [MN]Y.
The second part is an easy consequence:
c € [MIZIN]Z © 3y cpna((Vio) € [M]3)

AR va[[N]];IEl(?ga((V’ c) € [M]Y)

U

U
7)

© Jgcalc € [[M]]g[[N]]zg)
“ Jgcglc e [[MN]]g) by the first part

Here is the proof of the equivalence marked (x). The upward direction is
obvious. lfor the downward direction we use monotonicity. Assume (71 C u,
V C NS, U C i@ and (V,c) € [M]Y. Let Uy := U, UT C @ Then by
monotonicity V C [N ]]g2 and (V,c) € [M ]]g2 O
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COROLLARY. [A\,M]% = [[M]]gj;’
PROOF.
be [Ny M]] ‘o > e, ((V,b) € [N\ M]%)
< Jyco(b e [[M]]g;j) by the lemma, part (b)
ebe ML, O

a@,[N]Z

7. = [M(N)]z
PRrOOF. By induction on M, and cases on the form of M.
Case A\yM. For readability we leave out & and .

M) = {(V,0) | b€ [M(2)]L}1Y
={(V,b)|be [[M(N)]]z‘// } by induction hypothesis
= [AyM(N)] by the last lemma, part (b)
= [(AyM)(N)]-
The other cases are easy. O

LEMMA (Preservation of values, 8). [(A,M (y))N]Z = [M(N)]Z.

LEMMA (Substitution). [M(z)]

PrOOF. Again we leave out Z, 4. By the last two lemmata and the
N
corollary, [(\M(y))N] = P M()]IN] = [M@IY = [M(N)]. 0

LEMMA (Preservation of values, n). [\, (My)]% = [M]Z if y ¢ FV(M).

PROOF.

(V;b) € [[Ay(My)]] & 3pca((U,V,0) € gy (My)])
cal(U.V,0) € \eM]) by (38)
( b eM ]]Z: O
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