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Abstract

Purpose – Chatbots are increasingly prevalent in the service frontline. Due to advancements in artificial
intelligence, chatbots are often indistinguishable from humans. Regarding the question whether firms should
disclose their chatbots’ nonhuman identity or not, previous studies find negative consumer reactions to chatbot
disclosure. By considering the role of trust and service-related context factors, this study explores hownegative
effects of chatbot disclosure for customer retention can be prevented.
Design/methodology/approach – This paper presents two experimental studies that examine the effect of
disclosing the nonhuman identity of chatbots on customer retention. While the first study examines the effect
of chatbot disclosure for different levels of service criticality, the second study considers different service
outcomes. The authors employ analysis of covariance and mediation analysis to test their hypotheses.
Findings – Chatbot disclosure has a negative indirect effect on customer retention throughmitigated trust for
serviceswith high criticality. In caseswhere a chatbot fails to handle the customer’s service issue, disclosing the
chatbot identity not only lacks negative impact but even elicits a positive effect on retention.
Originality/value – The authors provide evidence that customers will react differently to chatbot disclosure
depending on the service frontline setting. They show that chatbot disclosure does not only have undesirable
consequences as previous studies suspect but can lead to positive reactions as well. By doing so, the authors
draw a more balanced picture on the consequences of chatbot disclosure.
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Introduction
Recent advancements in artificial intelligence encouragemore andmore firms to use chatbots
for service delivery and incorporate them into the frontline (van Doorn et al., 2017). Chatbots
are text-based virtual robots that emulate human-to-human conversation through natural
language processing (Schuetzler et al., 2018; Wirtz et al., 2018). They offer the chance to
provide efficient customer service around the clock, therefore serving as a crucial strategic
asset for firms (Thomaz et al., 2020). For instance, a recent industry report forecasts that by
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2025, 95% of all consumer interactions with a firm will be powered – that is, augmented or
replaced – by chatbots (Servion, 2020).

In contrast to traditional self-service technologies with a merely functional character,
chatbots are equipped with additional social–emotional and relational elements (Wirtz et al.,
2018). Not only does the natural language interface remind of human conversation (Tuzovic
and Paluch, 2018), chatbots also take on roles that were so far fulfilled by human frontline
employees and provide personalized responses based on sophisticated speech recognition
tools that create an anthropomorphic conversation (Nass and Moon, 2000; Wilson et al., 2017;
Wuenderlich and Paluch, 2017). However, this rapid advancement of chatbot technology
comeswith a dark side: As chatbots become increasingly anthropomorphic, consumers find it
increasingly challenging to correctly distinguish between human or artificial conversational
partners (Candello et al., 2017).

As this challenge gains traction, firms are confronted with the question whether or not to
disclose information on the nonhuman identity of chatbots. Previous studies that attempt to
address this question consistently find negative consumer reactions (i.e. perceiving it as less
empathetic or knowledgeable; Luo et al., 2019) to disclosed vs undisclosed chatbots and
therefore stress the detrimental effects of chatbot disclosure. As these negative reactions in
service interactions jeopardize customer retention by alienating customers (Puntoni et al.,
2021), this study aims to answer the following research question:

RQ1. How does disclosing chatbot identity influence customer retention?

In order to find ways for mitigating or at best reversing potential negative retention effects of
chatbot disclosure, firms need to understand the mechanism that fuels the relationship
between chatbot disclosure and retention. Approaches that try to explain negative reactions
highlight consumers’ aversion toward algorithms that is rooted in the lack of trust in their
performance in service delivery (Dietvorst et al., 2015). The importance of trust as an
explaining mechanism is stressed through human’s tendency to react to computers as they
would to humans in social contexts (Nass and Moon, 2000; Nass et al., 1994) particularly as
interfaces become more and more anthropomorphic (Holtgraves et al., 2007). Not only is trust
in an exchange partner a key mediator between service attributes and customer retention
(Morgan and Hunt, 1994), it is also a focal construct in a variety of chatbot studies (e.g.
de Visser et al., 2016). However, the role of trust has not yet been empirically investigated in
the context of chatbot disclosure despite current calls to examine what drives consumers’
(mis)trust in chatbots (De Keyser et al., 2019; Wirtz et al., 2018). Therefore, to provide insights
into the underlying mechanism responsible for negative consumer reactions, the following
question is posed:

RQ2. Does trust in the conversational partner mediate the effect of chatbot disclosure on
customer retention?

Finally, this research seeks to find contextual factors that influence customers’ trust
responses to chatbots in order to reveal settings in which negative retention effects might be
mitigated, eliminated or even reversed. In doing so, this research answers recent calls to
include service characteristics as potential moderators of the customer–chatbot interaction
(Wirtz et al., 2018). This paper draws on service characteristics that can shape the
effectiveness of chatbot communication for retention (Webster and Sundaram, 1998, 2009):
service criticality and service outcome. First, as chatbot technology becomes more
sophisticated, it shifts from merely being used to answering simple FAQ-style questions
(Luger and Sellen, 2016) to handling more complex and critical service requests (Luo et al.,
2019). So far, no study examines different levels of criticality of services delivered by
chatbots. As trust in disclosed versus undisclosed chatbots should vary with different levels
of service criticality, this research considers service criticality as a moderator in the
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relationship between chatbot disclosure and trust. Second, service outcome – whether a
chatbot fails to handle service requests or not – remains themost prominent influence on trust
(Nordheim et al., 2019). Prior studies, however, did not examine variations in service outcome,
in that whether chatbots were able to handle service requests as good as undisclosed chatbots
or human counterparts would. Related studies have shown that trust will be affected
differently for failures induced by more or less anthropomorphic conversational partners (de
Visser et al., 2016), and outcome attributions differ depending on whether a service was
delivered by a human or a robot (Belanche et al., 2020). Recent studies call to examine
customer reactions to chatbot failures, specifically in scenarios where they may not be aware
of the nonhuman identity of the conversational partner (Sheehan et al., 2020). This research
therefore considers service outcome as a further moderator. Hence, the third research
question is as follows:

RQ3. Do service-related context factors (i.e. service criticality and service outcome)
moderate the effect of chatbot disclosure on trust?

In tackling these questions, this study contributes to research on the impact of chatbots on the
service frontline. First, this research is the first to show that, for certain service contexts,
positive outcomes of chatbot disclosure prevail. By doing so, it advances the literature that so
far has taken a pessimistic view on disclosing the nonhuman nature of conversational agents
and advices against disclosure. By taking a more nuanced view on the typical contextual
settings in which conversational agents operate, this paper provides a more balanced picture
on the consequences of disclosing the machine nature of the agent. Specifically, results
empirically show that response to chatbot disclosure is detrimental for highly critical service
issues while a disclosure is beneficial once a conversational agent cannot resolve the service
issue. Second, the role of trust in the conversational partner is highlighted as a mediator
between chatbot disclosure and customer retention. Thus, this research shows the relevance
of this consumer response in chatbot-mediated interactions as it determines whether
behavioral outcomes of chatbot disclosure are desirable or undesirable for firms. Together,
these insights guide firm’s design of chatbot systems in terms of whether and under which
circumstances to disclose chatbot identity.

The rest of this research article is structured as follows: After presenting the conceptual
framework, related research on chatbot disclosure and the roles of trust and service-related
factors in the context of technology-mediated interactions are discussed. Mechanisms from
attribution theory are introduced as the underpinning for the hypotheses regarding the
relationships between the focal variables. Next, this paper presents two experiments
simulating interactions with a chatbot to identify whether chatbot disclosure will yield
positive or negative effects on customer retention in different service frontline settings.
Finally, findings are summarized and implications are outlined.

Conceptual background
Research framework
Figure 1 illustrates the research framework. To evaluate whether and under what
circumstances chatbot disclosure produces favorable outcomes for firms, this research
considers the effect of chatbot disclosure for different levels of service criticality (i.e. high vs
low service criticality) and different service outcomes (i.e. chatbot failure vs no chatbot
failure) on customer retention through trust. Customer retention is chosen as a metric to
capture the outcome of chatbot disclosure as it is key to company profitability (McCollough
et al., 2000). Further, this research focuses on retention instead of purchase behavior, as most
chatbots today are deployed in postpurchase customer service settings (Shevat, 2017).
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Literature review on chatbot disclosure
As chatbot technology becomes increasingly sophisticated and chatbots are increasingly able
to pose as humans, the more relevant it becomes for firms to understand the repercussions of
disclosing or not disclosing chatbot identity (Skjuve et al., 2019). The discussion was already
sparked in 2018 by Google Duplex. The intelligent phone assistant employed a variety of
anthropomorphic cues that were characteristic to human conversations, for example, the
incorporation of speech disfluencies, creating an uncannily realistic experience. In 2020, Google
presented their chatbot Meena, whose conversational quality level was rated nearly as high as
that of human conversations (Adiwardana et al., 2020). Scholars argue that in these
environments, transparency on the identity of the conversational agent is essential for
consumers to evaluate an interaction and form trust (Donath, 1999;Wang and Benbasat, 2008).

However, existing empirical research on the effect of chatbot disclosure has thus far found
largely negative reactions to disclosed (vs undisclosed) chatbots, despite identical
performance, suggesting that transparency about identity comes at a cost. In a behavioral
experiment on the prisoner’s dilemma, Ishowo-Oloko et al. (2019) demonstrate that bots are
better at generating cooperative behavior; however, this efficiency is negated once the bot
identity is disclosed. The study’s participants also do not recover from their negatively biased
assessment of the bot. If an interaction partner is perceived as a bot, they receive more
negative user ratings (Murgia et al., 2016) and are evaluated as less persuasive (Shi et al.,
2020), less socially present and less human (Hendriks et al., 2020). Luo et al. (2019) further
demonstrate that chatbot disclosure drastically decreases interaction length and subsequent
purchase behavior.

Overall, these studies dominantly take on the algorithm aversion perspective (Dietvorst
et al., 2015; Jussupow et al., 2020), in that negative biases toward chatbot are caused by lack of
trust in their performance. Only one existing study argues adversatively, saying that
undisclosed bots will negatively affect user experience due to feelings of uncertainty,
however, find no significant evidence that a chatbot that is believed to be human is perceived
as less pleasant than a chatbot whose identity is disclosed (Skjuve et al., 2019). The consistent
absence of positive effects of chatbot disclosure in any of thementioned study is startling: Not
only has research observed negative biases toward disclosed bots, although performance
levels in service delivery were held constant across disclosed and undisclosed bots, but also
did some studies provide evidence on superior performance of bots over humans (e.g. Ishowo-
Oloko et al., 2019), speaking for positive responses toward disclosed bots.

Trust in human–chatbot interactions
Some of the existing studies on chatbot disclosure attempt to provide explanations for
negative biases. A common argument is the lack of trust in algorithms, that is mentioned in
all, but not tested in any of the studies (Murgia et al., 2016; Ishowo-Oloko et al., 2019; Luo et al.,
2019; Skjuve et al., 2019; Hendriks et al., 2020; Shi et al., 2020). This section highlights
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arguments for considering the role of trust for human–chatbot interactions as an explanatory
mechanism for behavioral responses to chatbot disclosure.

Trust is defined as the willingness to rely on an exchange partner, more specifically the
willingness to rely on the trustee to be able to fulfill their obligations (i.e. competence), to tell
the truth (i.e. integrity) and to act in the trustor’s interest (i.e. benevolence) (Komiak and
Benbasat, 2004; Moorman et al., 1993). Trust is central for environments that produce high
levels of uncertainty, for example, online settings (Riedl et al., 2011). According to
commitment–trust theory, trust in an exchange partner is a key mediating variable between
services and relational outcomes (Hart and Johnson, 1999; Morgan and Hunt, 1994). A lack of
trust is described as a “stumbling block” (Sherman, 1992, p. 78) for successful relationships,
as especially for services, trust is the basis for loyalty (Berry and Parasuraman, 1991). In
exchanges between buyers and sellers, trust is a central element to constructive dialogue
(Schurr and Ozanne, 1985). If trust is established in a relationship, the trustor will commit
themselves to that relationship (Hrebiniak, 1974).

Importantly, the key role of trust is also enforced in agent-mediated interactions (Komiak
andBenbasat, 2004). Consumers generalize social concepts such as trust to computers, even if
they know they are not interacting with a living being (Nass and Moon, 2000). Neurological
research confirms that trust-building processes within human–computer interactions can in
fact be compared to that of human–human interactions (Riedl et al., 2011).

In a chatbot context, a variety of studies have focused on the examination of trust as a
reaction to chatbot design (e.g. de Visser et al., 2016; Nunamaker et al., 2011; Sameh et al., 2010).
However, in the context of chatbot disclosure, the difference in trust between disclosed and
undisclosed chatbots remains largely unexplored, although it is likely to determine whether
behavioral outcomes (e.g. retention) of chatbot disclosure are favorable or unfavorable for the
chatbot-employing firm. Further, this research aims to create a comprehensive framework by
including not only trust but also subsequent customer retention.

Service-related context factors of human–chatbot interactions
As all the studies discussed in the literature review have only examined main effects of
disclosure implying universal consequences of disclosure across service situations, this
research suggests that these insights should be enriched by testing whether the effects of
chatbot disclosure on business-relevant outcomes vary across different service contexts as
these contexts arguably shape consumers’ trust responses to revealed chatbots.

The role of service criticality. Existing studies fail to address that consumers are likely to
react differently to chatbot disclosure in interactionswith different levels of service criticality,
which refers to a customer’s perceived importance of whether a service is successfully
delivered (Ostrom and Iacobucci, 1995;Webster and Sundaram, 1998). Retrospectively, many
consumers mainly use chatbots to handle simple rule-based tasks, such as finding an answer
to an FAQ-style question or other menial requests (Huang and Rust, 2018; Zamora, 2017).
However, as technology evolves, so does the scope of services chatbots are asked to deliver.
With more complex, conversational-like tasks, consumers are likely to have increased
situational involvement with the service, which should alter consumer reactions to such
services (Webster and Sundaram, 1998).

To explain how and why chatbot disclosure affects consumer trust and thus retention
differently depending on service criticality, this research draws upon attribution theory.
People are inherently driven to assign causes to other’s behavior and events in order to better
understand their environment. Attribution theory investigates this formation of causal
judgment, which is based on situational factors, such as external circumstances, or
dispositional factors, such as beliefs about the ability or motivation of others (Heider, 1958).
These causal attributions subsequently will affect consumer responses such as trust and
retention (van Vaerenbergh et al., 2014).
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A core tenet of attribution theory suggests that the process of inferring a cause for
behavior or events is prone to the attribution bias (Forsyth, 1987). The attribution bias
describes the tendency of humans to overly rely on dispositions relative to situational
influences, that is, hastily forming judgments based on personal beliefs, overlooking the
actual situational behavior of an exchange partner (Ross, 1977). Thatmeans, when reacting to
an event, people tend to ascribe the outcome of a situation to the perceived characteristics of
involved parties instead of the actual situational environment. This cognitive bias occurs as a
result of a spontaneous, premature attribution.

Research shows that humans are skeptical toward algorithms (Dawes, 1979), tend to have
less confidence in their performance (Dietvorst et al., 2015) and perceive chatbots as less
knowledgeable and empathetic, especially with regard to high criticality services (Luo et al.,
2019). Following this line of reasoning, consumers have the belief that chatbots are not
capable of handling critical service issues. The notion that humans prefer interacting with a
human(like) counterpart for high criticality services is supported by a recent meta-analysis,
which finds that anthropomorphic robot design has a stronger positive effect on usage
intentions for critical than for noncritical services (Blut et al., 2021). Based on the attribution
bias, for high criticality services, consumers rely on their negative disposition toward
chatbots when learning about the chatbot identity of the conversational partner and hence
form reduced trust. Therefore:

H1. If service criticality is high, disclosing (vs not disclosing) chatbot identity reduces
trust in the conversational partner.

As stated earlier, service research has frequently found a positive impact of trust on customer
retention (e.g. Morgan and Hunt, 1994; Silitonga et al., 2020). As the direct relationship
between trust and retention is well-established, this research does not formulate hypotheses
for this relationship. Under the notion that trust positively affects customer retention, if
chatbot disclosure in a setting with high service criticality reduces trust, retention will
indirectly be affected negatively. In this case, trust takes in a mediating role between the
service interaction and the behavioral outcome (Morgan and Hunt, 1994). Hence:

H2. If service criticality is high, chatbot disclosure has an indirect negative effect on
retention, which is mediated by trust in the conversational partner.

The role of service outcome. In all the studies discussed in the literature review, bot
performance is at a high level, so that reactions to chatbot disclosure in failure settings remain
yet to be investigated. However, research shows that consumers react differently to robot
errors than to human errors (Belanche et al., 2020). Particularly, as chatbot design influences
error tolerance and trust resilience (de Visser et al., 2016), consumers should react differently
to errors from disclosed versus undisclosed chatbots. Some studies have approached
examining the impact of chatbot failure on consumer reactions (e.g. Sheehan et al., 2020),
showing that chatbot failure significantly decreases adoption intent. However, regarding the
impact of chatbot disclosure on trust and retention, the consideration of different service
outcomes remains unexamined.

As stated earlier, attributions made by humans are oftentimes biased as they occur
spontaneously. However, attribution becomes less spontaneous and more elaborated if the
valence of an outcome is negative (Kanazawa, 1992). That is, if a negative outcome (e.g.
failure) occurs, individuals feel the need to comprehend, control and predict their environment
in order to effectively cope with the situation (Weiner, 2000). In this case, individuals invest
higher effort to more deeply understand the cause for a negative outcome (van Vaerenbergh
et al., 2014; Weiner, 1985).

In search for a cause of the negative outcome, chatbot disclosure represents a concrete cue
that stimulates attributional activity and allows a better understanding of the reasons of the
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failure (Weiner, 1985). This in turn serves as a copingmechanism to help deal with frustration
and anger caused by the failure (Gelbrich, 2010). If chatbot identity is not disclosed,
information on the cause of the negative service outcome remains abstract and the customer
is not able to identify a specific entity the failure can be attributed to. Through chatbot
disclosure, customers should therefore be able to better cope with the situation. Empirical
evidence from research on decision support systems further demonstrates that providing
explanation for outcomes nurtures trust (Wang and Benbasat, 2008).

Taken together, being able to locate the cause for failure should enhance trust compared to
not locating it.

H3. If a chatbot failure occurs, disclosing (vs not disclosing) chatbot identity enhances
trust in the conversational partner.

Under the notion that trust positively affects retention, if chatbot disclosure (vs no disclosure)
in a chatbot failure setting enhances trust, retention will be affected positively. Again, trust
takes in amediating role between the service interaction and the behavioral outcome (Morgan
and Hunt, 1994). Hence:

H4. If a chatbot failure occurs, chatbot disclosure has an indirect positive effect on
retention, which is mediated by trust in the conversational partner.

Empirical examination
Study 1: Chatbot disclosure and service criticality
Study design. The goal of study 1 was to examine how disclosing the nonhuman chatbot
identity impacts consumer trust and in turn retention for different levels of service criticality
(but holding service outcome constant in terms of considering successful service delivery). To
examine this, the study applies a 2 (chatbot disclosure vs no disclosure) 3 2 (high vs low
service criticality) between-subject experiment. The studywas conducted as a scenario-based
experiment, to be able to control for confounding influences and ensure high internal validity.
This enabled the creation of a human–chatbot interaction, from which participants could not
infer the identity of the conversational partner without explicit disclosure.

Participants of the online experiment were recruited through a European online panel
provider (i.e. Clickworker) with monetary compensation and were randomly assigned to one
of the two service criticality scenarios. In both scenarios, participants were instructed to
imagine that they were moving into a new apartment and had to contact their current energy
provider to inform about the address change in order to register their current electricity
contract under the new address. In addition to this information, the participants in the high
criticality scenario were informed that if they did not succeed in reregistering their contract,
they would automatically receive their electricity from the public utility provider, which
would result in a significantly higher monthly rate. Afterward, participants of both scenarios
were exposed to identical service interactions up to the disclosure manipulation. The
manipulation for service criticality is common in service research (Ostrom and Iacobucci,
1995; Webster and Sundaram, 1998), as the criticality refers to the subjective importance of
the service being delivered. The energy sector was chosen for the context of the study, as it
represents an industry inwhich the usage of AI is common (Tata Consultancy Services, 2020).
Furthermore, as the service represents a commodity, there should be no brand preference,
which would distort the results. In the online chat, to initially conceal the identity of the
chatbot, the conversational partner did not present itself as a bot, but simply introduced
himself as “Leon.” Pieces of the conversation were presented to the participants in sequence.
During the conversation, the customer’s issue was resolved in the chat, in that the electricity
contract was successfully reregistered with the new meter at the new address. At the end of
the conversation, it was revealed to half of the participants that the service agent of the

Repercussions
of chatbot
disclosure



presented chat dialogue was in fact not a human person, but a chatbot. The other half of the
participants did not receive this information, but instead read the text that they may now
close the chat window. Apart from criticality and disclosure manipulations, the course of the
chatbot interactions was of identical length and depth. For screenshots of the disclosure
scenario, see Figure 2. For a full description of all scenarios, see Appendix 1.

Measures, manipulation checks and validity. After going through these scenarios of
service encounters, measures for trust and customer retention were taken (see Table 1 for
items). The study further contained manipulation and attention checks. Multi-item
constructs were measured by taking the mean of participants’ statements on seven-point
Likert scales, anchored by 15 strongly disagree and 75 strongly agree. The initial sample
consisted of 249 participants. Those who failed to answer attention checks correctly
(“Please tick the scale point (5) here to show that you have read the questionnaire carefully”
and “What was the service request you approached the company with?”) and those who did
not fill out the survey conscientiously (“I have answered the questionnaire
conscientiously”) or in an unrealistic completion time were discarded from further
analyses (Haenel et al., 2019). The effective sample thus consisted of 201 participants (45%
female,Mage5 38 years). The scenarios were perceived as realistic, with a mean of 6.24 and
an SD of 0.97 on a 7-point scale (“The scenario is realistic” anchored by (1) strongly disagree
and (7) strongly agree) (Bagozzi et al., 2016).

The manipulation check for perceived identity (“Please rate whether you think you talked
to an automated chatbot or a human service employee” anchored by automated chatbot (1)
and human service employee (7)) (Go and Sundar, 2019) is significant at p < 0.001, with
respondents in the chatbot disclosure scenario perceiving their conversational partner
significantly more as a chatbot than in the no chatbot disclosure scenario (Mdisclosed 5 1.83,

Figure 2.
Exemplary scenario
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Construct Measurement

Study 1 Study 2
Item

loadings α AVE CR
Item

loadings α AVE CR

Trust in
conversational
partner
(Bhattacherjee
2002)

The conversational
partner has the
necessary skills to
deliver the service1

0.84 0.90 0.63 0.92 0.84 0.94 0.72 0.95

The conversational
partner has access
to the information
needed to handle
my service request
adequately1

0.83 0.85

The conversational
partner is fair in its
conduct of my
service request2

0.85 0.88

The conversational
partner has high
integrity2

0.76 0.82

The conversational
partner is receptive
to my service
request3

0.80 0.85

The conversational
partner makes
efforts to address
my service request3

0.76 0.88

Overall, the
conversational
partner is
trustworthy4

0.71 0.81

Customer
retention
(Wallenburg
2009;
Bhattacherjee
et al., 2012)

I would continue
being a customer of
the energy provider

0.80 0.91 0.69 0.93 0.91 0.95 0.81 0.96

I would extend my
existing contract
with the energy
provider when it
expires

0.84 0.92

If I had to decide, I
would again select
this energy
provider

0.78 0.87

I would terminate
my existing
contract with the
energy provider (R)

0.88 0.89

I would intend to
switch my energy
provider (R)

0.85 0.91

I would plan to
abandon the
energy provider (R)

0.85 0.91

Note(s): R5 reverse scaled items, α5 Cronbachs alpha, AVE5 average variance extracted, CR5 construct
reliability, all item loadings are significant at p < 0.001; Trust Dimensions: 1competence, 2integrity,
3benevolence, 4overall trust

Table 1.
Measures of multi-item

constructs, indicator
and construct

reliability
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SD 5 1.3; Mundisclosed 5 3.02, SD 5 1.8; t 5 5.36). The manipulation check for perceived
service criticality (“The resolution of my service request is. . . uncritical (1) / critical (7) to me”)
(Webster and Sundaram, 1998) is significant at p < 0.01, with respondents in the high
criticality scenario perceiving it more critical than in the low criticality scenario
(Mhighcriticality 5 5.38, SD 5 1.8; Mlowcriticality 5 4.71, SD 5 1.9; t 5 �2.56).

Construct reliability and validity of the two multi-item constructs (trust in conversational
partner and customer retention) were examined by employing different methods. First, in
both studies, all Cronbach’s alpha and composite reliability measures are above the cutoff
value of 0.7, indicating construct-level reliability (see Table 1) (Hulland et al., 2018). Second,
the Fornell and Larcker (1981) test indicates initial evidence for convergent validity as the
average variance extracted (AVE) for each multiple-item construct exceeds 0.50 and is larger
than their shared variance (Hulland et al., 2018). Third, as suggested by prior research, this
research additionally relies on the heterotrait–monotrait (HTMT) method to further
demonstrate discriminant validity (Henseler et al., 2015; Kr€amer et al., 2020). Estimating
the HTMT ratios of the two multi-item constructs in study 1 (study 2) yields a value of 0.62
(0.63), which is well below the conservative cutoff value of 0.85. The upper limit of the 97.5%
bias-corrected confidence interval in study 1 (study 2) is 0.74 (0.73), which strengthens the
confidence in the discriminant validity exhibited by the focal constructs.

Method and results. To first test the effect of the manipulations on trust, analysis of
variance (ANOVA) is used. Chatbot disclosure, service criticality and the interaction of
disclosure and service criticality were used as independent variables and trust in the
conversational partner as the dependent variable.

The results show a significant negative main effect of chatbot disclosure on trust
(Mdisclosed 5 6.18, SE5 0.08;Mundisclosed 5 6.45, SE5 0.08; F5 5.86, p5 0.016), which is in
line with extant studies that suggest negative responses. The main effect of service criticality
is not significant (Mhighcriticality 5 6.33, SE5 0.08; Mlowcriticality 5 6.30, SE5 0.08; F5 0.11,
p 5 0.738). The interaction effect of chatbot disclosure and service criticality is marginally
significant (F5 3.00, p5 0.085). This suggests that at least two treatment conditions do not
yield significant differences. Thus, to identify nuances in the effects of the four scenarios on
trust, we used planned contrasts. There was no effect of chatbot disclosure on trust if service
criticality is low (Mundiscl3lowcrit5 6.33,Mdiscl3lowcrit5 6.26, t5�0.47, p5 0.638). However,
results show that there is a negative effect of chatbot disclosure if the service criticality is high
(Mundiscl3highcrit 5 6.56,Mdiscl3highcrit 5 6.10, t5 �3.04, p5 0.003). Despite seemingly high
mean values in trust in all scenarios, the effect sizemeasure (Cohen’s d) for this effect amounts
to 0.6. Taken together, these results provide support for hypothesis 1, which stated that
disclosing chatbot identity reduces trust more if service criticality is high. Figure 3 illustrates
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Figure 3.
Study 1: Interaction of
chatbot disclosure 3
service criticality
on trust
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the interaction effect of chatbot disclosure and service issue on trust, predictive margins can
be found in Table 2.

To test hypothesis 2, a mediation analysis was further conducted using the products of
coefficient method to estimate the indirect effects and bias-corrected bootstrapped confidence
intervals (Zhao et al., 2010). Results refer to the effect of chatbot disclosure in high criticality
service issues and are shown in Table 3. In line with the expectations, results show that the
interaction of chatbot disclosure and service criticality has a significant negative indirect
effect on retention through trust (β 5 �0.265, lower-level confidence interval
[LLCI] 5 �0.526; upper-level confidence interval [ULCI] 5 �0.065) because the 95%
confidence intervals do not include zero, supporting hypothesis 2. There were no significant
direct effects of the interaction term of chatbot disclosure and service criticality on retention,
suggesting full (or indirect-only) mediation (Zhao et al., 2010).

Post hoc analysis. In order to gain a deeper understanding of the effect of chatbot
disclosure for different levels of service criticality, a post hoc analysis was conducted where
trust in the conversational partner was disentangled in its three subdimensions: competence,
integrity and benevolence. To estimate the effects, three ANOVAs were conducted, followed
by pairwise comparisons of predictive margins. In line with the main analysis, chatbot
disclosure had no effect on trust dimension when service criticality was low (ΔComp5�0.02,
SE5 0.18, t5�0.09, p5 0.929;ΔInt5�0.14, SE5 0.19, t5�0.72, p5 0.469;ΔBene5�0.08,
SE5 0.17, t5�0.47, p5 0.638). However, for high criticality service issues, results show that
there is a significant decrease in perceptions of competence and benevolence (ΔComp5�0.58,
SE5 0.16, t5�3.55, p<0.001;ΔBene5�0.33, SE5 0.16, t5�2.09, p5 0.038), when chatbot
identity is disclosed. The effect of chatbot disclosure on integrity perceptions was
insignificant for high criticality services (ΔInt 5 �0.29, SE 5 0.18, t 5 �1.59, p 5 0.114).
An overview of the results can be found in Table 4 and Figure 4.

Study 2: Chatbot disclosure and service outcome
Study design. The goal of study 2 was to examine the effect of disclosing the nonhuman
chatbot identity on consumer trust and retention for different service outcomes. Therefore,
another 2 (chatbot disclosure vs no disclosure) 3 2 (chatbot failure vs no chatbot failure)

Study Path Coeff. SE LLCI ULCI Mediation

Study 1 Chatbot disclosure 3 High service criticality
→ Trust → Retention

�0.265 0.118 �0.526 �0.065 ✔

Study 2 Chatbot disclosure3 Chatbot failure→ Trust
→ Retention

0.109 0.083 0.005 0.348 ✔

Note(s): Number of bootstrap samples5 5,000; Coeff.5 coefficient; SE5 standard error; LLCI5 95% lower
level confidence interval; ULCI 5 95 % upper level confidence interval

Study 1 Study 2
Low service
criticality

High service
criticality

No chatbot
failure

Chatbot
failure

No chatbot
disclosure

M 5 6.33 M 5 6.56 M 5 6.28 M 5 3.55
SE 5 0.12 SE 5 0.10 SE 5 0.17 SE 5 0.16

Chatbot
disclosure

M 5 6.26 M 5 6.10 M 5 6.27 M 5 4.06
SE 5 0.10 SE 5 0.11 SE 5 0.16 SE 5 0.16

Note(s): NStudy1 5 201; NStudy2 5 197; M 5 mean; SE 5 standard error

Table 3.
Mediation testing

Table 2.
Predictive margins

for trust
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between-subject experiment was conducted. Participants were gathered through the same
panel provider as in study 1, while making sure there was no overlap between the samples.
For chatbot design, the same materials as in study 1 were used. Service criticality was held
constant across scenarios. This means the scenarios were identical to study 1, except that
there was no manipulation of high service criticality. Participants had to imagine that they
were customers of an energy provider and about to use the online chat to contact the energy
provider to reregister their contract to the new address. Participants were randomly assigned
to one of the service outcome conditions. In the chatbot failure condition, the conversational
partner was not able to handle the customer’s inquiry and thus could not resolve the customer
issue, whereas in the other condition, the customer’s issue was handled successfully.
Identically to study 1, at the end of the conversation, half of the participants received the
information that the conversational partner was a chatbot. For a full transcript of the
scenarios, see Appendix 2.

Measures, manipulation checks and validity. After going through the scenarios, measures
on trust, retention, demographics and manipulation checks were collected. All items and
scales used were identical to study 1, except for the manipulation check used for service
outcome. Furthermore, study 2 includes a control variable on attribution of responsibility, as
in failure settings, consumers will attribute the outcome of the service interaction differently
than in settings where no failure occurs (“Which entity was responsible for the service
outcome?” anchored by “I myself” (1) and “my conversational partner” (7)) (Belanche et al.,
2020; Russel, 1982).

The initial sample consisted of 254 participants. Again, those who failed to attention
checks and did not fill out the survey conscientiously were discarded from further analyses.
The effective sample consisted of 197 participants (50% female, Mage 5 38 years).

The scenarios were perceived as realistic, with a mean of 6.13 and an SD of 1.18 on the 7-
point perceived realism scale. The manipulation check for perceived identity is significant at
p < 0.01, with respondents in the chatbot disclosure scenario perceiving their conversational
partner significantly more as a chatbot than in the no chatbot disclosure scenario
(Mdisclosed 5 2.14, SD5 1.5;Mundisclosed 5 2.68, SD5 1.7; t5 2.41). The manipulation check
for service outcome (“How would you describe the outcome of the service interaction?”
anchored by success (1) and failure (7)) (Belanche et al., 2020) is significant at p < 0.001, with

Study 1 Study 2

Competence Competence
Low service criticality High service criticality No chatbot failure Chatbot failure

No chatbot
disclosure

M 5 6.40
SE 5 0.13

M 5 6.75
SE 5 0.11

M 5 6.41
SE 5 0.21

M 5 3.13
SE 5 0.19

Chatbot
disclosure

M 5 6.38
SE 5 0.11

M 5 6.16
SE 5 0.12

M 5 6.39
SE 5 0.19

M 5 3.12
SE 5 0.20

Integrity Integrity
Low service criticality High service criticality No chatbot failure Chatbot failure

No chatbot
disclosure

M 5 6.36
SE 5 0.15

M 5 6.42
SE 5 0.12

M 5 6.22
SE 5 0.20

M 5 3.77
SE 5 0.18

Chatbot
disclosure

M 5 6.22
SE 5 0.13

M 5 6.13
SE 5 0.14

M 5 6.21
SE 5 0.18

M 5 4.58
SE 5 0.19

Benevolence Benevolence
Low service criticality High service criticality No chatbot failure Chatbot failure

No chatbot
disclosure

M 5 6.46
SE 5 0.13

M 5 6.69
SE 5 0.10

M 5 6.52
SE 5 0.21

M 5 3.58
SE 5 0.19

Chatbot
disclosure

M 5 6.38
SE 5 0.11

M 5 6.36
SE 5 0.12

M 5 6.53
SE 5 0.19

M 5 4.39
SE 5 0.19

Table 4.
Predictive margins for
trust dimensions
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respondents in the chatbot failure scenario perceiving the service outcome significantly more
as a failure than participants in the no chatbot failure scenario (Mfailure 5 1.32, SD 5 0.9;
Mnofailure 5 6.71, SD 5 0.7; t 5 45.97).

Validity measures are reported in the description of study 1 as well as in Table 1.
Method and results. To test the effect of chatbot disclosure on trust for different service

outcomes, an ANCOVA was conducted. Chatbot disclosure, service outcome and the
interaction of disclosure and service outcome were used as independent variables,
responsibility attribution as a covariate and trust in the conversational partner as the
dependent variable. Responsibility attribution did not yield any significant effects on the
dependent variable in any of the analyses and excluding the variable from the model did not
change the results.

There was no significant main effect of chatbot disclosure on trust (Mdisclosed 5 5.17,
SE5 0.11;Mundisclosed5 4.91, SE5 0.12; F5 2.40, p5 0.123). Not surprisingly, the main effect
of service outcome on trust is negative (Mfailure5 3.80, SE5 0.11;Mnofailure5 6.28, SE5 0.12;
F5 222.42, p< 0.001). The interaction of chatbot disclosure and service outcome does not yield
an effect on trust (F5 2.66, p5 0.104). To identifywhether there are nuances in the effects of the
four scenarios on trust, planned contrasts were used. Chatbot disclosure had no significant
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effect on trust when no chatbot failure occurred (Mundiscl3nofailure5 6.28,Mdiscl3nofailure5 6.27,
t 5 �0.06, p 5 0.953). However and interestingly, the effect of chatbot disclosure on trust is
positive in case of a chatbot failure (Mundiscl3failure 5 3.55, Mdiscl3failure 5 4.06, t 5 2.30,
p 5 0.023), supporting hypothesis 3, which stated that disclosing chatbot identity enhances
trust if the service outcome is a failure. The effect size measure for this effect amounts to
d 5 �0.36. For an illustration of the interaction, see Figure 5.

To further test hypothesis 4, mediation analysis was conducted. Results refer to the effect
of chatbot disclosure when the chatbot failure occurred and are shown in Table 3. As
expected, results show a significant positive indirect effect of chatbot disclosure on retention,
when a chatbot failure occurred (β 5 0.109, LLCI 5 0.005; ULCI 5 0.348), supporting H4.
There were no significant direct effects of chatbot disclosure or service outcome on retention,
suggesting full (or indirect-only) mediation (Zhao et al., 2010).

Post hoc analysis. Mirroring the analysis procedure of study 1, a post hoc analysis was
conducted in study 2 to deepen the understanding of the trust mechanism. The ANCOVA
results and pairwise comparisons of predictive margins show that when considering the
separate trust dimensions, chatbot disclosure has no significant effects on any of the trust
dimensions when no chatbot failure occurred, which is in line with the results of the main
analysis (ΔComp5�0.02, SE5 0.28, t5�0.07, p5 0.947;ΔInt5�0.01, SE5 0.27, t5�0.05,
p5 0.958;ΔBene5 0.01, SE5 0.28, t5 0.01, p5 0.988). However, in the case of chatbot failure,
chatbot disclosure positively affected perceptions of integrity (ΔInt 5 0.82, SE 5 0.26,
t5 3.13, p5 0.002) as well as benevolence (ΔBene5 0.81, SE5 0.27, t5 3.02, p5 0.003). There
was no significant effect of chatbot disclosure on competence perceptions, when a chatbot
failure occurred (ΔComp 5 �0.01, SE 5 0.27, t 5 �0.04, p 5 0.967). An overview of the
predictive margins and visualization of results can be found in Table 4 and Figure 6.

An additional analysis on differences in responsibility attribution shows that the results
are subject to the self-serving bias, that is, attributing responsibility for positive outcomes to
oneself, while blaming external factors for negative outcomes (Miller and Ross, 1975)
(Mfailure5 5.64, SD5 1.5;Mnofailure5 4.97, SD5 1.5; t5�3.09; p5 0.001). Interestingly, this
bias emerges independently from whether chatbot disclosure occurred.

General discussion
The goal of this article was to provide empirical insight on the effects of chatbot disclosure on
trust and customer retention. In a similar vein as prior research, study 1 finds that chatbot
disclosure will negatively impact retention through trust if the conversation proceeds
flawlessly, that is, if the chatbot delivers the expected service. More specifically, for highly
critical services, if the chatbot is able to solve the customer’s issue, disclosure will negatively
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impact customer trust and thus hamper retention. In contrast, for less critical services,
chatbot disclosure does not impact trust at all.

Interestingly, examining the three trust dimensions individually suggests that the loss of
trust stems from lower perceptions of conversational partner’s competence and benevolence,
but not lower perceptions of integrity. The decrease in competence perceptions suggests that
despite identical service interaction and outcome, conversational partners that are disclosed
as chatbots are perceived as less knowledgeable. Furthermore, the loss in benevolence belief
can be explained by lower perceived empathy (Bhattacherjee, 2002). Both results are in line
with results of Luo et al. (2019), who did not examine trust, but perceived chatbot knowledge
and perceived chatbot empathy. The fact that integrity perception remains unaffected by
chatbot disclosure could be explained by the fact that integrity is perceived as a constituent
characteristic of any successful service delivery (Mayer et al., 1995).

Study 2 further showed that, as expected, the main driver of trust in the conversational
partner was whether or not the customer’s issue could be solved (de Matos et al., 2007; Kelley
et al., 1993). This result is well established in service research and should therefore not be the
focus of this discussion. However, chatbot disclosure still plays a significant role: the
interaction effect shows that a significant increase in trust can be observed if chatbot identity

3

3.5

4

4.5

5

5.5

6

6.5

7

No chatbot disclosure Chatbot disclosure

C
o
m

p
et

en
ce

No chatbot failure Chatbot failure

3

3.5

4

4.5

5

5.5

6

6.5

7

No chatbot disclosure Chatbot disclosure

In
te

g
ri

ty
No chatbot failure Chatbot failure

3

3.5

4

4.5

5

5.5

6

6.5

7

No chatbot disclosure Chatbot disclosure

B
en

ev
o
le

n
ce

No chatbot failure Chatbot failure

Figure 6.
Study 2: Predictive
margins for trust

dimensions

Repercussions
of chatbot
disclosure



is disclosed in a chatbot failure setting. This suggests that when the customer’s issue cannot
be resolved in the online chat, chatbot disclosure helps to mitigate the negative failure effect.
Therefore, disclosing a chatbot’s nonhuman identity enhances overall trust and thus
retention (instead of mitigating it) in cases where the chatbot fails to deliver the expected
service. This work theorized that this happens because the disclosure offers a type of
explanation for the negative outcome being perceived like an “apology.”The latter represents
a well-established recovery instrument, which apparently is effective and “accepted” by
customers even in situations where a machine delivers the apology and not a human.
Moreover, this tactic even works when not provided explicitly but implicitly. While trust in
the failure setting is significantly lower than in the no failure setting, study 2 was able to
demonstrate a positive reaction to chatbot disclosure, compared to no disclosure.

Taking a closer look at the data reveals that the positive reaction to chatbot disclosure
was not a result of a higher belief in the chatbot’s competence, but in its integrity and
benevolence. Thus, while chatbot disclosure does not result in more favorable perceptions
of the chatbot’s abilities, it does indeed ameliorate perceptions of integrity and benevolence
in cases where the chatbot is unable to handle the customer’s service issue. This is in line
with findings from service robot research, which show that after process-type failures,
machine-like robots are evaluated as more empathetic and warm than human-like robots,
while there is no significant difference in competence perceptions of the two in failure
situations (Choi et al., 2020).

The effects could be a result of differences in trust resilience between undisclosed and
disclosed chatbots (de Visser et al., 2016). When experiencing a failure, disclosure relieves the
customer of the attributional search and creates certainty. In case identity remains
undisclosed following a failure, the conversational partner is perceived as abstract and less
tangible. Trust resilience research shows that feedback, which reduces uncertainty, will
increase trust. This would imply that when experiencing a failure, high uncertainty
perceptions of interactions due to an undisclosed agent result in customers considering their
conversational partner to be less empathetic and less of integrity than disclosed chatbots.

All in all, the results of the studies confirm the theoretical mechanisms of attribution
theory in the context of chatbot disclosure (Davison and Martinsons, 2016). That is, the
results demonstrate a spontaneous and biased attribution for high criticality services despite
being addressed successfully (confirming the negative outcomes suggested in extant studies)
as well as an elaborated attribution following a negative service outcome (pointing to positive
outcomes that diverge from the current view).

The results challenge and advance the current thinking on chatbot-based service delivery.
They challenge the skeptical view on disclosing the nonhuman nature of service agents
prevalent in extant studies by empirically demonstrating that chatbot disclosure can lead to
positive outcomes in certain service frontline settings. In providing several insights that
explain this diverging observation, this research advances current chatbot literature. First,
this research offers insights on how customers respond to chatbot disclosure by showing that
trust mediates the relationship between chatbot disclosure and customer retention. Also, the
studies demonstrate that the service context shapes the trust response to chatbot disclosure
in that this response can be positive and negative depending on the context and yielding
corresponding retention outcomes.

Implications
Implications for consumers
This research complements existing literature on consumer reactions to service delivery with
chatbots in that it highlights that consumers today show a general skepticism toward
services delivered by bots instead of humans. Interestingly, the results show that consumers
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do trust chatbots to deliver services with low criticality. However, when it comes to service
inquiries with higher criticality, consumers do not feel secure to rely on bots, which will
hamper their service experience and relationship with the service provider in turn. The
results further suggest that consumersmay find comfort in transparency, if the transparently
communicated information offers an explanation for the service outcome that matches their
disposition.

All in all, chatbot technology offers a variety of opportunities for consumers. For instance,
chatbots enable consumers to engage in service interactions around the clock and enable
them to resolve their service requests more efficiently than when interacting with potentially
stressed and unfriendly human employees (Luo et al., 2019). However, apparently consumers
fail to acknowledge these advantages, which might rob them of benefits of higher efficiency
provided by chatbots, as they remain skeptical toward the technology.

Notably, from a consumer’s perspective, understanding the repercussions of chatbot
disclosure (or broader, artificial intelligence disclosure) gains relevance due to current
technological advancements, such as Google Duplex. In situations like this, the undisclosed,
highly anthropomorphic conversational agent does not represent the service agent, but the
customer and is able to, for example, make reservations or appointments with firms in the
place of the customer. That means customers are replaced by artificial intelligence, which
then interacts with human or nonhuman service frontline employees. This “inverted”
perspective is currently radically transforming service encounter frameworks in service
research (Robinson et al., 2020). Thus far, how reactions on disclosure versus nondisclosure
will differ for this perspective has not yet been investigated.

Implications for service providers and chatbot designers
As a core innovation in customer service, proper implementations of chatbots in the service
frontline are crucial for customer retention and hence firm profitability. The study results
suggest that firms’ decision whether to disclose chatbot identity should be informed by and
aligned with contextual service factors. If chatbot identity is disclosed in high criticality
service settings, stereotypes regarding chatbots dominate customers’ thinking and customer
trust may be reduced, which in turn is detrimental for the customer relationship.

However, when chatbot identity is disclosed in response to a chatbot failure, it offers an
explanation and relieves the customer of the search for the cause of failure. Therefore,
“merely” disclosing chatbot identity serves as an actionable and inexpensive instrument for
failure recovery. This shows that there are cases in which chatbot disclosure does have
positive effects on business-relevant consumer behavior. Chatbot disclosure is thus a viable
lever service providers can use for damage control in case of chatbot failure. These findings
have also direct implication for chatbot designers responsible for engineering the algorithms
behind the bot: Once a chatbot cannot solve the service issue, an automated message should
be triggered informing the customer about the artificial intelligence nature of the
conversational agent serving as an “apology” for the failure and making the customer
forgive.

Of course, service providers should continue striving for error-free service delivery with
chatbots. However, when recognizing that a complete elimination of service failures is “an
insurmountable task” (Webster and Sundaram, 1998, p. 153), finding instruments of
mitigating negative effects of service failures only gains more relevance. Overall, firms
should focus on creating trust through and in chatbot communication, so that in the long
term, consumers’ beliefs about chatbot abilities evolve corresponding to actual chatbot
abilities and the current aversion toward bots evolves to appreciation. In doing so, the
currently prevailing view of a negative relationship between chatbot disclosure and customer
retention might be mitigated or even reversed.

Repercussions
of chatbot
disclosure



Implications for society
Both positive and negative effects found in this research originate from consumers’ initial
mistrust in chatbots ormoregenerally, algorithmic entities. Apart from situationswhere chatbot
disclosure canmitigate negative effects from chatbot failure, the results of this paper imply that
companies should prevent disclosing the algorithmic identity to their customers in online chats
in order to not hamper customer retention. However, it is questionable if withholding chatbot
identity is tenable ethically and legally in the long term. As chatbots become increasingly
anthropomorphic, they should be implemented using “ethical anthropomorphism” (Kaminski
et al., 2017; Thomaz et al., 2020). Specifically, this means that anthropomorphism should not be
used to intentionally mislead or even manipulate consumers (Leong and Selinger, 2019). For
instance, the state of California has already passed a bill to prevent companies from doing so for
political and commercial bots (California Legislative Information, 2018). If this development
gained traction worldwide and disclosure became legally inevitable, based on the largely
negative effects shown in prior studies, firms would have to scrutinize whether they deploy
chatbots at all. While this research finds negative reactions to chatbot disclosure too, the results
also prove that disclosure can in fact produce positive reactions. The way forward should thus
not be to question deployment of chatbots, but to develop a disclosure strategy that consistently
produces positive outcomes and is ethically tenable.

Research implications and limitations
In order to come up with a successful disclosure strategy, further research should shift the
discussion fromwhether and under what circumstances to disclose chatbot identity to how to
disclose chatbot identity to create trust and customer retention. First studies are tackling this
question by adding further explanations to chatbot disclosure that frame the chatbot
perception in a desired manner and find that it might be possible to create trust levels as high
as that of undisclosed bots (Mozafari et al., 2021). A theoretically grounded approach to
examine different framing strategies for chatbot disclosure should be provided with the goal
to minimize negative reactions and even produce positive reactions beyond those that were
found in the results of this paper.

Finally, the present study is not free of limitations. In this study, screenshots of a
conversation were shown to the study participants to ensure high internal validity. Future
studies should let study participants interact with a chatbot themselves in order to increase
external validity. Additionally, the results of study 1 showed that in service interactions that
proceed flawlessly, trust in the conversational partner is generally quite high. While the
analyses showed significant differences in trust for disclosed and undisclosed bots, the
differences in trust could be more prominent if trust was measured after disclosure, but prior
to service delivery. In this way, further studies would be able to assess consumer attitudes
and beliefs toward chatbots even better. In contrast, study 2 showed a wide gap in trust
caused by the failure manipulation. Future studies should consider examining repercussions
of chatbot disclosure in settings with different failure types or failure severities. It can be
assumed that if a failure is less severe, the difference in trust will not be as large, and as a
consequence, the effect size of the chatbot disclosure should be stronger.

Also, the results of study 2 suggest the existence of a self-serving bias in a chatbot context,
along the lines of “claim success, but blame the bot.” This introduces a new perspective on
research on outcome attributions in service encounters, which has been the subject of some
existing studies on human–robot interactions (Belanche et al., 2020) and could dive into even
deeper in future research.Whether the emergence of this bias is a result of the “Computers are
Social Actors” paradigm (Nass et al., 1994) or has other explanations remains unanswered in
this research. Further research could analyze whether the consequences of the self-serving
bias in chatbot interactions are comparable to face-to-face human encounters.
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Appendix 1

Study 1 Low service criticality High service criticality

Scenario description Please imagine that you are a
customer of the fictitious energy
provider NEO. Your contract number
is 100218

Please imagine that you are a
customer of the fictitious energy
provider NEO. Your contract number
is 100218
Because you are moving to a new
apartment, you want to reregister
your electricity contract to your new
address. Your energy provider offers
you to do so via online customer
service. You would like to use this
service offer

Because you are moving to a new
apartment, you want to reregister
your electricity contract to your new
address. Your energy provider offers
you to do so via online customer
service. You would like to use this
service offer

Your landlord has informed you that
– if you fail to reregister your current
electricity contract – you will
automatically receive your electricity
from the public utility company.
However, the rate with the public
provider is significantly higher than
your previous rate with NEO. Since
you want to avoid the risk of paying a
higher price, it is very important to
you to properly reregister your
electricity contract

Assume that the conversation
between you and your energy
provider went according to the
course of the conversation shown
below

Assume that the conversation
between you and your energy
provider went according to the course
of the conversation shown below

Service interaction (Identical
in both service criticality
manipulations)

Agent [A]: Hi, my name is Leon
A: How can I help you?
Customer [B]: I’m moving and would like to change my electricity contract to
the new apartment
A: Sure thing
A: Please let me know your contract number
B: 100218
A: Perfect, I found your account
A: What is your new address?
B: Hauptstrasse 12, 31535 Neustadt
A: What is the number of your new electricity meter?
B: 78822
A: All right, I found the meter with the number 78822 in the system
A: On what date are you moving?
B: March 15, 2021
A: All right, I’ve recorded your entry
A: Your contract has been re-registered to the meter number 78822

Information displayed in
chatbot disclosure
manipulation

Your conversational partner was not a human person, but a chatbotTable A1.
Full description of
scenarios in study 1
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Corresponding author
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For instructions on how to order reprints of this article, please visit our website:
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Study 2 No chatbot failure Chatbot failure

Scenario description (Identical
in both service outcome
manipulations)

Please imagine that you are a customer of the fictitious energy provider
NEO. Your contract number is 100218
Because you are moving to a new apartment, you want to reregister your
electricity contract to your new address. Your energy provider offers you to
do so via online customer service. You would like to use this service offer
Assume that the conversation between you and your energy provider went
according to the course of the conversation shown below

Service interaction Agent [A]: Hi, my name is Leon A: Hi, my name is Leon
A: How can I help you? A: How can I help you?
Customer [B]: I’m moving and would
like to change my electricity contract
to the new apartment

B: I’m moving and would like to
change my electricity contract to
the new apartment

A: Sure thing A: Sure thing
A: Please let me know your contract
number

A: Please let me know your
contract number

B: 100218 B: 100218
A: Perfect, I found your account A: Perfect, I found your account
A: What is your new address? A: What is your new address?
B: Hauptstrasse 12, 31535 Neustadt B: Hauptstrasse 12, 31535 Neustadt
A: What is the number of your new
electricity meter?

A: What is the number of your new
electricity meter?

B: 78822 B: 78822
A:All right, I found themeterwith the
number 78822 in the system

A: Unfortunately, I cannot find the
meter number 78822 in the system

A: On what date are you moving? A: Please check again what the
correct meter number is

B: March 15, 2021 B: I looked it up, the number is
78822

A: All right, I’ve recorded your entry A: Under the number 78822, I
unfortunately cannot find an
electricity meter

A: Your contract has been
reregistered to the meter number
78822

A: Sorry, I cannot help you with
this

Information displayed in
chatbot disclosure
manipulation

Your conversational partner was not a human person, but a chatbot Table A2.
Full description of

scenarios in study 2
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