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As Kelley and Rausch (2006) explain, it is misleading to report point estimates without 
illustrating the uncertainty surrounding that estimate. Pretending as if the outcome of 
your statistical test is the final and exact answer is misleading, and you should always 
communicate the remaining uncertainty when you report statistical analyses. Here, we 
will examine this question in detail by learning how to think about, calculate, and report 
confidence intervals around estimates from samples. 

 

Population vs. Samples 

 

In statistics, we differentiate between the population and the sample. The population is 
everyone you are interested in, such as all people in the world, elderly who are depressed, 
or people who buy innovative products. Your sample is everyone you were able to 
measure from the population you are interested in. We similarly distinguish between a 
parameter and a statistic. A parameter is a characteristic of the population, while a 
statistic is a characteristic of a sample. Sometimes, you have data about your entire 
population. For example, we have measured the height of all the people who have ever 
walked on the moon. We can calculate the average height of these twelve individuals, and 
so we know the true parameter. We do not need inferential statistics. However, we do 
not know the average height of all people who have ever walked on the earth. Therefore, 
we need to estimate this parameter, using a statistic based on a sample.  

 

In addition to the goal of observing a significant difference in a study (for example a < 
.05), researchers can have the goal of estimating a parameter accurately (regardless of 
whether this estimate differs from the null-hypothesis or not). Confidence intervals can 
be calculated around any statistic in your data. 

 

Confidence intervals are a statement about the percentage of confidence intervals that 
contain the true parameter value. This behavior of confidence intervals is nicely visualized 
on this website by Kristoffer Magnusson: http://rpsychologist.com/d3/CI/. We see blue 
dots that represent means from a sample, fall around a red vertical line, which represents 
the true value of the parameter in the population. We see the blue dots do not always fall 
exactly on the red line. This illustrates the important fact that there is always variation in 
samples. 
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The horizontal lines around the blue dots are the confidence intervals. By default, the 
visualization shows 95% confidence intervals. Most of the lines are black, but some are 
red. In fact, in the long run, 95% of the horizontal bars will be black, and 5% will be red.  

 

We can now see what is meant by the sentence Confidence intervals are a statement 
about the percentage of confidence intervals that c
95% of the samples, the red line (the population parameter) is contained within the 95% 
confidence interval around the sample mean.  

 

Q1: You might want more confidence intervals to contain the true population parameter. 

confidence intervals. Which statement is true? 

 

A) The confidence intervals are larger, and the sample means fall closer to the true mean. 

B) The confidence intervals are smaller, and the sample means fall closer to the true 
mean. 

C) The confidence intervals are larger, and the sample means fall as close to the true 
mean as for a 95% confidence interval. 

D) The confidence intervals are smaller, and the sample means fall as close to the true 
mean as for a 95% confidence interval. 

 

Q2: As we will see when we turn to the formulas for confidence intervals, sample means 
and their confidence intervals depend on the sample size. We can change the sample size 
in the simulation. By default, the sample size is set to 5. Change the sample size to 50 
(you can type it in). Which statement is true? 

 

A) The larger the sample size, the larger the confidence intervals. Sample size does not 
influence how the sample means vary around the true population mean. 

B) The larger the sample size, the smaller the confidence intervals. Sample size does not 
influence how the sample means vary around the true population mean. 

C) The larger the sample size, the larger the confidence intervals, and the closer the 
sample means are to the true population mean. 
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D) The larger the sample size, the smaller the confidence intervals, and the closer the 
sample means are to the true population mean. 

 

The relation between confidence intervals and -values 

 

There is a direct relationship between the CI of an effect size and the statistical difference 
from 0 of the effect. For example, if an effect is statistically different (  < 0.05) from 0 in a 
two-sided -test with an alpha of .05, the 95% CI for the mean difference between two 
groups will never include zero. Confidence intervals are usually said to be more 
informative than -values, because they do not only provide information about the 
statistical difference from 0 of an effect but they also communicate the precision of the 
effect size estimate. If 0 is not contained in the confidence interval around the mean 
difference, the effect is statistically different from zero  it might be a false positive, but 
the -value will be smaller than 0.05. 

 

Confidence intervals are often used in forest plots that communicate the results from a 
meta-analysis. In the plot below, we see 4 rows. Each row shows the effect size estimate 

 
with a confidence interval around the effect size from 0.08 to 0.8. The horizontal black 
line, similarly to the visualization we played around with before, is the width of the 
confidence interval. When it does not touch the effect size 0 (indicated by a black vertical 
line) the effect is statistically significant. 
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Q3: Which of the studies 1 to 4 were statistically significant? 

 

A) Studies 1, 2, 3, and 4 

B) Only study 3 

C) None of the four studies 

D) Studies 1, 2 and 4 

 

Q4: The light blue diamond is the meta-analytic effect size. Instead of using a black 
horizontal line, the upper limit and lower limit of the confidence interval are indicated by 
the left and right points of the diamond. The center of the diamond is the meta-analytic 
effect size estimate. A meta-analysis calculates the effect size by combining and weighing 
all studies. Which statement is true? 

 

A) The confidence interval for a meta-analytic effect size estimate is always wider than 
that for a single study, because of the additional variation between studies. 

B) The confidence interval for a meta-analytic effect size estimate is always narrower than 
that for a single study, because of the combined sample size of all studies included in the 
meta-analysis. 

C) The confidence interval for a meta-analytic effect size estimate does not become wider 
or narrower compared to the confidence interval of a single study, it just becomes closer 
to the true population parameter. 

 

The Standard Error and 95% Confidence Intervals 

 

To calculate a confidence interval, we need the standard error. The standard error (SE) 
estimates the variability between sample means that would be obtained after taking 
several measurements from the same population. It is easy to confuse it with the 
standard deviation, which is the degree to which individuals within the sample differ from 
the sample mean. Formally, statisticians distinguish between  and , where the hat 
means the value is estimated from a sample, and the lack of a hat means it is the 
population value  
values based on a sample in the formulas below. 
deviation),  
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The standard error of the sample will tend to zero with increasing sample size, because 
the estimate of the population mean will become more and more accurate. The standard 
deviation of the sample will become more and more similar to the population standard 
deviation as the sample size increases, but it will not become smaller. Where the standard 
deviation is a statistic that is descriptive of your sample, the standard error describes 
bounds on a random sampling process. 

 

The Standard Error is used to construct confidence intervals (CI) around sample 
estimates, such as the mean, or differences between means, or whatever statistics you 
might be interested in. To calculate a confidence interval around a mean (indicated by 

, we use the  distribution with the corresponding degrees of 
freedom (  : in a one-sample -test, the degrees of freedom are n-1): 

 

df, 1-( ) × SE 

 

-value for the degrees 
of freedom for 1-  or the 0.975th quantile is calculated. Remember that a -distribution 
has slightly thicker tails than a Z-distribution. Where the 0.975th quantile for a Z-
distribution is 1.96, the value for a -distribution with for example df = 19 is 2.093. This 
value is multiplied by the standard error, and added (for the upper limit of the confidence 
interval) or subtracted (for the lower limit of the confidence interval) from the mean.  

 

Q5 researcher calculates a mean of 7.5, and a standard deviation of 6.3, 
in a sample of 20 people. We know the value for a -distribution with df = 19 is 2.093. 
Calculate the upper limit of the confidence interval around the mean. Is it: 

 

A) 1.40 

B) 2.95 

C) 8.91 

D) 10.45 
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Overlapping Confidence Intervals 

 

Confidence intervals are often used in plots. In the example below, you see three 
estimates (the dots), surrounded by three lines (the 95% confidence intervals). The left 
two dots (X and Y) represent the means of the independent groups X and Y on a scale 
from 0 to 7 (see the axis from 0-7 on the left side of the plot). The dotted lines between 
the two confidence intervals visualize the overlap between the confidence intervals 
around the means. The two confidence intervals around means in columns X and Y are 
commonly shown in a figure in a scientific article. The third dot, slightly larger, is the 
difference between X and Y, and slightly thicker line visualizes the confidence interval of 
the difference. The difference score uses the axis on the right (from -3 to 3). In the plot 
below, the mean of group X is 3.3, the mean of group Y is 5.1, and the difference is 1.8.  

 

The width of the confidence interval depends on the sample size, the confidence interval 
level, and the standard error, as you have seen before. In the plot on the left below, the 
sample size was 50 people in each group, while on the right, the sample size was 500 
people in each group. The difference in the width of the confidence intervals is 
substantial. It is also clear that accurate estimates require large samples.  

  

As mentioned earlier, when a 95% confidence interval does not contain 0, the effect is 
statistically different from 0. For a -test, this is true for the confidence interval around an 
effect size, or around a mean difference, because the mean difference, or the 
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standardized mean difference (the effect size) are directly related to the significance test. 
In the plots above, the mean difference and the 95% confidence interval around it are 
visible on the right of each plot. When this 95% confidence interval does not contain 0, 
the t-test is significant at an alpha of 0.05. But the two confidence intervals around the 
individual means can be more difficult to interpret in relation to whether the means differ 
enough to be statistically significant. Open CI_Overlap.R, and run the code. It will generate 
plots like the one above. Run the entire script as often as you want (notice the variability 
in the -values due to the relatively low power in the test!), to answer the following 
question. The -value in the plot will tell you if the difference is statistically significant, 
and what the -value is.  

 

Q6: How much do two 95% confidence intervals around individual means from 
independent groups overlap when the effect is only just statistically significant (  
at an alpha of 0.05?  

 

A) When the 95% confidence interval around one mean does not contain the mean of the 
other group, the groups differ significantly from each other. 

B) When the 95% confidence interval around one mean does not overlap with the 95% 
confidence interval of the mean of the other group, the groups differ significantly from 
each other. 

C) When the overlap between two confidence intervals is approximately half of one side 
of the confidence interval, the groups differ significantly from each other. 

D) There is no relationship between the overlap of the 95% confidence intervals around 
two independent means, and the -value for the difference between these groups. 

 

Note that this visual overlap rule can only be used when the comparison is made between 
independent groups, not between dependent groups! The 95% confidence interval 
around effect sizes is therefore typically more easily interpretable in relation to the 
significance of a test. 

 

Prediction Intervals 

 

Even though 95% of future confidence intervals will contain the true parameter, a 95% 
confidence interval will not contain 95% of future individual observations. Sometimes, 
researchers want to predict the interval within which a single value will fall. This is called 
the prediction interval. It is always much wider than a confidence interval. The reason is 


