
Topic M16: 
 

Reconstruction of the trajectory of a moving laser scanner: Test of 
algorithms using virtual tree stands and virtual scans 
 

 
 

Let us assume a laser scanner, generating a 3-d point cloud of its environment in 
regular time intervals, is moved within a tree stand (or flying above a canopy, 
installed on a drone), but its GPS is not working or gives no reliable results. So a 
lot of scans is obtained for each second, i.e., we have a time series of point 
clouds, but the positions and exact orientations of the laser scanner during its 
movement are not known. 
A possible solution consists of analyzing each scan, finding corresponding 
points among consecutive scans, and reconstructing the trajectory based on this 
information. There exist already several algorithms for this task. 
The goal of this project is to utilize artificial tree stands, simulated on the 
modelling platform GroIMP (Kniemeyer 2008) and scanned with the virtual 
laser scanner which is already available in GroIMP, to test and benchmark 
several of these algorithms. It should also be analyzed if and how the structure 
of the 3-d scene (type of tree stand) influences the quality of the results of the 
algorithms. 
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