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Abstract
In recent years, machine learning approaches such as deep learning have shown remarkable
results and have been implemented throughout different fields of science. Their applica-
tions in the field of high-energy physics have shown high potential for a vast range of
different analyses.
In this thesis, two multi-class neural network approaches are presented in the scope of
the tt̄γ process where a photon is radiated from charged particles in the initial, interme-
diate or final state. Two deep feed-forward neural networks are developed to separate
events into three distinguished categories representing signal-like events, events with fake
photons and events with photons from other prompt sources. The performance of these
classifiers and their implementation in the scope of a measurement of the tt̄γ cross section
is described.

Zusammenfassung
Machine-Learning-Ansätze wie zum Beispiel das sogenannte „Deep Learning“ haben in
den letzten Jahren bemerkenswerte Resultate in vielen unterschiedlichen Bereichen der
Wissenschaft hervorgebracht. Ihre Anwendung im Bereich der Hochenergiephysik zeigt
großes Potential für eine große Bandbreite an verschiedenen Analysen.
In dieser Arbeit werden zwei mögliche Mehrklassenansatz im Rahmen des tt̄γ-Prozesses
präsentiert, wobei ein Photon von einem geladenen Teilchen im Anfangs-, Zwischen oder
Endzustand abgestrahlt wird. Zwei „Deep-Feed-Forward-Netzwerke“ werden entwickelt
um Ereignisse in drei unterschiedliche Kategorien, Signalereignisse, Ereignisse mit „Fake-
Photonen“ und Ereignisse mit anderen prompten Photonen einzuteilen. Die Trennkraft
dieser beiden Modelle und ihre mögliche Einbindung im Rahmen einer Messung des tt̄γ-
Wirkungsquerschnittes werden beschrieben.
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1. Introduction

The purpose of experimental physics is to systematically study nature and to expand the
human understanding of the universe. In the field of experimental particle physics the
fundamental building blocks of our universe, elementary particles, are studied. Through-
out the last century, these studies have widened our understanding of matter, atoms and
the fundamental forces that govern the interaction of particles.
Two of these elementary particles are of particular interest for this analysis, the top quark
and the photon. Processes involving these two elementary particles, as well as other back-
ground processes with similar signatures, will be the basis of a deep multi-class neural
network that is developed in this thesis.
To motivate this approach, the standard model of elementary particle physics (SM) is in-
troduced in Section 1.1. The top quark is introduced in Section 1.2 and its coupling to the
photon is explained. Furthermore, background processes are presented which contribute
to a measurement of the tt̄γ cross section with the Atlas detector. The detector and
the Lhc are explained in Chapter 2. These background processes and their contribution
are based on Monte Carlo simulations and on the applied event selection presented in
Chapters 3 and 4. The resulting event selection yields a signal to background ratio of
approximately 1 : 1 with two major background categories. Based on the event selection
the concepts, motivation and results for two different multi class approaches are given in
Chapters 5 and 6. At the end of the thesis a summary, conclusions and an outlook are
provided in Chapter 7.

1.1. The Standard Model

The Standard Model (SM) of elementary particle physics describes the behaviour of three
out of the four known fundamental forces of nature. It combines electromagnetism, the
weak force and the strong force in one model and describes the elementary particles as
well as their interactions.
The SM is the combination of three field theories, two of which, electromagnetism and
the weak force, are unified in the electroweak theory [1–4]. Its building blocks, such as
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1. Introduction

quantum electrodynamics (QED) [5–8], were created well before its formulation in the
1970’s.
It is formulated as a local gauge and Lorentz invariant Lagrangian density function with
the underlying gauge group U(1)Y × SU(2)L × SU(3)C . The gauge fields of the under-
lying symmetry give rise to the three fundamental interactions mentioned above. Whilst
U(1)Y × SU(2)L describe the electroweak interaction, SU(3)C describes the strong inter-
action in the framework of Quantum Chromodynamics (QCD) [9, 10].
The interactions between the twelve spin-1

2 fermions are mediated by spin-1 gauge bosons.
While photons (γ) are the mediators of electromagnetism, the W± and the Z0 boson me-
diate the weak force. The strong force is mediated by gluons (g).
The twelve fermions are grouped into three generations. Of these twelve fermions, six are
called leptons and six are called quarks. The leptons consist of electrically neutral neutri-
nos and the electrically charged leptons: the electron (e), muon (µ) and tau (τ). While
the neutrinos have a third component of the weak isospin of +1

2 , the charged leptons have
a third component of -1

2 . The charged leptons interact via the electromagnetic and weak
force and neutrinos exclusively via the weak force.
The quarks are also further grouped into up- and down-type quarks (up (u), charm (c),
top (t), down (d), strange (s), bottom (b)). Each up-type quark carries a fractional charge
of 2

3e and each of the down-type quarks carries a fractional charge of −1
3e. All quarks also

carry a colour charge which is defined as red, green or blue. While the up-type quarks
have a weak isospin of 1

2 , the down-type quarks have a weak isospin of −1
2 .

The quarks interact via the strong, weak and electromagnetic force. Due to colour con-
finement, quarks and gluons cannot be observed as free particles. They hadronise and
form composite particles, the colour neutral hadrons. These hadrons consist of either a
quark and an antiquark pair (mesons), three quarks or three antiquarks (baryons).
Through the spontaneous breaking of the SU(2)L ×U(1)Y gauge symmetry, the SM pre-
dicts the existence of a heavy scalar boson, the so called Higgs boson. Furthermore, the
masses of the W± and Z0 boson are also predicted by the SM. The fermions in the SM
acquire mass through the interaction with the field of the heavy scalar boson. This mech-
anism is described by the Brout-Englert-Higgs mechanism [11, 12] which was predicted
in 1964.
The particles of the SM were completed with the discovery of the Higgs boson by the
Atlas and Cms collaborations in 2012 [13, 14].
Even though the predictions of the SM have been tested to high degrees of accuracy, it
is limited to the low-energy sector and contains gaps in its formalism of which some are
highlighted below.
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1. Introduction

The SM does not include gravity. Attempts to introduce gravity into the SM have not
yet been successful and no experimental evidence for gauge bosons mediating gravity has
yet been found in experiments. While gravity plays a major role in the cosmos its effects
are negligible in high-energy physics.
The masses of all fermions and bosons within the SM are not predicted by the SM but
have to be determined experimentally giving rise to a number of free parameters within
the SM.
The discovery of neutrino oscillations [15] provides experimental evidence for a non-
vanishing neutrino mass. This is not explained by the SM which predicts massless neu-
trinos. Their masses are yet to be determined experimentally.
Dark matter and dark energy make up about 96 % of the observable universe [16–19].
Their existence is suggested through indirect experimental evidence [20–22]. As of now,
there is no experimental evidence for particles explaining the observations of dark matter
and dark energy.
It is evident, that the SM is not complete and that we need to fill the gaps within it. Man-
ifestations of these gaps could be new particles or interactions that can not be explained
by the SM alone. By carefully interpreting the results of the measurements within the
framework of the SM, these particles and interactions may be uncovered in the future.

1.2. The top quark

The top quark was discovered in 1995 by the CDF and DØ collaborations [23, 24] at the
Tevatron. It is the heaviest particle in the SM. With its mass of mt = 173.0± 0.4GeV
[25, 26] it is significantly heavier than all the other particles in the SM. Its measured
properties are in agreement with the SM. The high mass of the top quark leads to a life
time of the order of 10−25 s assuming a top quark mass of mt ≈ 173GeV, a W± boson
mass of mW ≈ 80.4GeV and αs(mZ) ≈ 0.118 for the strong coupling constant. Since the
hadronisation timescale is O(10−24) s, the top quark decays before it hadronises therefore
providing an opportunity to study bare quarks.

Top quark production and decay

The dominant production mode of top quark pairs at the Large Hadron Collider, Lhc, is
gluon-gluon fusion in collisions of protons (gg → tt̄). In addition, quark antiquark annihi-
lation (qq̄ → tt̄) contributes. At the current centre-of-mass-energy of the Lhc of 13TeV,
approximately 90 % of all top quark pairs are created through the process of gluon-gluon
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Figure 1.1.: Feynman diagrams depicting the process (gg → tt̄).

fusion. Feynman diagrams depicting the process of gluon-gluon fusion are shown in Fig-
ure 1.1.
Single top quarks are also produced at the Lhc via the electroweak interaction. With a
production cross section that is a approximately a factor of three times lower than the
production cross section for top quark pairs, single top quarks are dominantly produced
in the t-channel production mode ub → dt or d̄b → ūt via the exchange of a virtual W±

boson.
Furthermore, single top quarks are produced in the s-channel production mode, ud̄→ tb̄,
also via the exchange of a virtual W± boson and with a real W± boson via gb → Wt.
The corresponding Feynman diagrams for these three processes are shown in Figure 1.2.
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Figure 1.2.: Feynman diagrams depicting the process q̄′q → b̄t, q̄′b→ q̄t and gb→ Wt.

In the SM, the top quark decays into a W± boson and a b quark almost 100 % of the time
[27] due to the suppressed off-diagonal elements of the CKM matrix [28, 29]. The W±

boson subsequently decays into an up-type quark and a down-type antiquark or a lepton
and its corresponding antineutrino.
While the leptonic decay happens 33 % of the time, the hadronic decay happens 67% of
the time [30]. The decay channel of a pair of top quarks is characterised by the decay of
the twoW± bosons in the final state. If both decay hadronically, the channel is labelled as
“all-hadronic”. If one of the W± bosons decays hadronically and one decays leptonically,
the channel makes up one of the three single-lepton channels (e+ jets, µ+ jets, τ+ jets).
From these three channels the e+ jets and µ+ jets channel are used in this analysis. The
full leptonic decay, tt̄→ W+bW−b̄→ l+νll

−ν̄lbb̄ can be split into decay channels with two
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1. Introduction

opposite charged leptons. These dileptonic decay channels are not used in this analysis.
Dileptonic events where one lepton is not reconstructed or dileptonic events containing
τ -leptons however contribute. The fully hadronic decay channel is not used. The branch-
ing ratios for the decay of a pair of top quarks are shown in Figure 1.3.

.

all hadronic

46.0%

+ jets 15.0%

+ jets

15.0%
e + jets

15.0%

+1.0% +2.0%
+ e2.0%
+1.0%
+ e2.0%

e + e1.0%

Figure 1.3.: Branching ratios of the tt̄-decay [30]. Only the single-lepton channels com-
posed of µ+jets and e+jets are used in this thesis.

The main irreducible background is composed of W±+jets or Z0+jets and a single lep-
ton in the final states. In addition, electroweak processes involving single top quarks
contribute to the background. A strong discriminant for distinguishing signal processes
from background processes is the flavour of the jets since the tt̄ final state is expected to
contain two jets originating from b quarks.
Due to the high centre-of-mass-energy of the Lhc and the rise of the tt̄ production cross
section with energy, the Lhc is a factory for top quarks.

The top-photon coupling

In the following section, the measurement of the tt̄γ cross section is motivated.
Observation of the tt̄γ process with a significance of 5.3σ was seen at the Lhc by Atlas
at
√
s = 7TeV with a total dataset size of 4.59 fb−1 [31].

The coupling of the photon to the top quark in the SM can be described by the QED
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Lagrangian as shown in Equation (1.1)

LQED = ψ̄(iγµDµ −m)ψ − 1
4FµνF

µν − qψ̄γµAµψ. (1.1)

While the first term describes the kinematics of the spin-1
2 fermion field, ψ, the second

term describes the kinematics of the photon field, Aµ. The electromagnetic field tensor
Fµν is defined as Fµν = ∂µAν − ∂νAµ. The third term describes the interaction between
the photon and the fermion field. It is directly proportional to the charge q of the fermion
providing a handle on the charge of the involved fermion.
The top quark charge is an important parameter of the SM. It was previously measured
by Atlas [32] at a centre-of-mass energy of

√
s = 7TeV. The measurement of the cross

section of a top-antitop pair in association with a prompt photon can be used as a probe
of the electromagnetic coupling between the top quark and the photon as described above
in Equation (1.1). The results of the direct measurement of the top quark coupling can
be used to test anomalous top quark couplings that could manifest themselves in cross
section measurements or as shape discrepancies in different kinematic distributions [33].
Furthermore, results can be interpreted in the framework of an effective field theory
describing the top-photon coupling in the search for physics beyond the SM [34]. In
addition, the tt̄γ contributes as a background process in other electroweak measurements
[35, 36], thereby motivating a thorough understanding of the process and a measurement
of its cross section.
While photons can be directly radiated from the top quark to form the process of interest,
they can also be radiated from any charged particle in the tt̄γ final state. Furthermore,
they can be radiated from any incoming quark in proton-proton collisions.
Effective measures to precisely discriminate the different origins of the photon are yet to be
developed [37]. Therefore, in this analysis, tt̄γ characterises all final state configurations
with two b-tagged jets coming from top quark decays, a lepton coming from the leptonic
decay of a W± boson, two additional jets from the hadronic decay of the W± boson, and
a prompt photon. Feynman diagrams depicting the radiation of a photon from charged
particles in the initial, intermediate or final state are shown in Figure 1.4, with the photon
marked blue. All shown diagrams are considered as signal.
Different abbreviations, categories and labels are used throughout this thesis to describe
the different background processes as well as the signal process. They are introduced in
the following paragraphs.
The backgrounds Wγ and Zγ describe final states with a W± or Z0 boson, a prompt
photon and extra jets. These final states differ from the signal process by the flavour of
the jets involved as described above. The background category “Promptγ ” characterises
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Figure 1.4.: Example diagrams of top quark production (top) and decays (bottom)
where a photon is radiated from charged particles in either the initial or
final state. All diagrams are considered as signal.

background events with a prompt photon coming from tt̄V processes (where V can be a
W± or Z0 boson) or diboson events with an associated photon.
Events with photons originating from jets or jets faking photons are characterised as
hadronic fakes. In this analysis, hadronic fakes from processes involving a tt̄-decay, defined
as tt̄ h-fakes, are treated separately from hadronic fakes from all remaining sources, defined
as h-fakes. Electrons that are misidentified as photons are characterised as electronic fakes.
Dominant sources for electronic fake photons are the dileptonic tt̄-decay and the leptonic
decay of a Z0 boson into two electrons where one electron is misidentified as a photon.
Electronic fakes from tt̄-decays are defined as tt̄ e-fakes and electronic fakes from all other
sources are defined as e-fakes.
Single top processes with an additional photon from the s- and t-channel production
modes via a virtual or real W± boson are referred to as Wtγ.
Due to the chosen event selection of this analysis which is explained in detail in Chapter 4
below, non-tt̄ processes involving prompt photons define a significant contribution to the
background. Processes involving fake photons also contribute significantly to the tt̄γ final
state background. The different types of backgrounds motivate a separation into three
different groups, each of which contains similar processes. The definition of these groups
provides the basis of the multi-class approach pursued in this analysis.
All non-tt̄γ final states involving prompt photons such as Wγ, Zγ and Promptγ are
grouped together into a category named Other Prompt. Events involving hadronic fake
photons and electronic fake photons are grouped together into a category named Fakes.
The last category is composed of the remaining tt̄γ signal process and is named tt̄γ.
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2. The LHC and the ATLAS
experiment

To study elementary particles, dedicated particle detectors and complex accelerators are
needed. The European Organization for Nuclear Research (Cern) houses experiments for
several collaborations and thousands of scientists, making it the largest scientific research
cluster in the world.
Over the past decades several different accelerators such as the Super Proton Synchrotron
(SPS), the Large Electron-Positron Collider (Lep) and the Large Hadron Collider (Lhc)
have been commissioned. These colliders, and advanced high-energy physics experiments
such as UA1 and UA2 or Atlas and Cms have made ground-breaking discoveries in the
field of high-energy physics such as the discovery of the W± [38], Z0 [39] and Higgs boson
possible. In this chapter, the Lhc and the Atlas detector are described in further detail.

2.1. The Large Hadron Collider

The Lhc is currently the most powerful accelerator in the world. It collides protons at a
centre-of-mass-energy of 13TeV. All protons originate from a single bottle of hydrogen.
The electrons are stripped off from the hydrogen nuclei and the protons are injected into
the Linear accelerator 2 (Linac 2) where they are accelerated to an energy of 50MeV.
Then they enter the Booster and are further accelerated up to 1.4GeV. Next, they en-
ter the circular Proton Synchrotron (PS) where their energy is increased up to 25GeV.
Afterwards, they enter the Super Proton Synchrotron where they are accelerated up to
450GeV before they are injected into the Lhc, the final accelerator.
The protons are then accelerated within its ring of 27 km circumference up to the centre-
of-mass-energy of 13TeV. The acceleration is performed within eight straight segments.
The proton beam is bent using 1232 dipole magnets and focussed using 392 quadrupole
magnets. Within the Lhc, the beam is brought to a collision at four interaction points
(IP).
At these interaction points the main experiments Atlas (A large Toroidal LHC Appara-
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2. The LHC and the ATLAS experiment

tuS) [40], Alice (A Large Ion Collider Experiment) [41], Cms (Compact Muon Solenoid)
[42] and Lhcb (LHC beauty) [43] are located. Atlas and Cms are multipurpose detectors
searching for any kind of new physics and probing the many aspects of the SM. Alice and
Lhcb are special-purpose detectors. While Alice is focusing on studying the quark-gluon
plasma forming at high temperatures and densities, Lhcb focuses on physics with hadrons
containing b quarks (b-physics), thereby studying CP-violation.

2.2. The ATLAS detector

In Figure 2.1, an overview of the Atlas detector is shown. On the left side of the detector
humans are shown for scale to illustrate the size of the detector. The detector has a width

Figure 2.1.: An overview of the Atlas detector. Several subdetectors and a human for
scale are also shown ©Cern.

of 44m, is 25m tall and weighs about 7000 tons. It is composed of several different subde-
tectors that are arranged in an onion-like shape around the interaction point (IP). The IP
defines the origin of the coordinate system which is used to describe the geometry within
the detector. The z-axis is defined by the beam-axis with the x-y plane being transverse
to the beam axis. The azimuthal angle φ is measured around the beam-axis and the polar
angle θ is measured from the beam axis. The pseudorapidity η = − ln tan(θ/2) is often
used to express the polar angle since differences in pseudorapidity are invariant under
Lorentz transformation along the z-axis.
The onion-like structure of the Atlas detector and examples of signatures caused by

9



2. The LHC and the ATLAS experiment

traversing particles are further illustrated in the cross section view of the Atlas detector
in Figure 2.2. The innermost part of the detector is composed of the Inner Detector (ID).

Figure 2.2.: Cross section view of the Atlas detector with examples of signatures of
different particles as measured by the detector ©Cern.

It is responsible for tracking charged particles. The ID is enclosed by one of two high field
magnets within Atlas. The solenoid magnet produces a homogeneous field of 2T causing
the tracks of charged particles to bend, allowing a measurement of their momenta. The
largest magnet in Atlas is a toroidal magnet which produces an inhomogeneous field
between 0.5 and 4T outside the ID. It surrounds the electromagnetic and the hadronic
calorimeter. While the electromagnetic calorimeter mainly measures energy deposits from
electrons and photons interacting with matter, the hadronic calorimeter measures the en-
ergy deposition of hadrons through the same process. Due to the different interactions of
photons, electrons and hadrons with matter it is necessary to construct two specialised
calorimeters to stop the particles and measure their energy deposition. Muons only inter-
act weakly with matter. They traverse the Inner Detector and the calorimeters and are
detected in the muon chambers which form the outermost detector layer in Atlas.
Neutrinos are not detected within the Atlas detector due to their negligible interaction
cross section with matter. Their presence can be inferred by the missing of transverse
energy (Emiss

T ) due to the conservation of energy. The different components of the detector
are described in detail in the next sections.

10



2. The LHC and the ATLAS experiment

2.2.1. The Inner Detector

The Inner Detector is composed of three different subdetectors which are all enclosed by
the solenoid, providing a homogeneous 2T magnetic field. Tracks of charged particles are
bent in this magnetic field allowing for the measurement of their momentum.
Closest to the beampipe, the high resolution Pixel Detector is placed, followed by the
Semiconductor Tracker (SCT) and the Transition Radiation Tracker (TRT). At larger
values of |η|, several disk-like semiconductor trackers are positioned around the beampipe
to allow for better |η|-coverage. A detailed overview and a cross section of the Inner
Detector is shown in Figure 2.3. These subdetectors are split into a barrel and end-

Figure 2.3.: Detailed overview of the Inner Detector (right) and a cross section of all
parts within the Inner Detector (left) ©Cern.

cap region. Their main purpose is providing tracks for charged particles and reconstruct
primary and secondary vertices.

2.2.2. Calorimeter

Atlas has two calorimeters, the electromagnetic calorimeter and the hadronic calorime-
ter. Both calorimeters provide a full coverage in φ. The accordion-type electromagnetic
calorimeter is a lead-liquid argon (LAr) sampling calorimeter covering an |η|-range of
|η| < 3.2 using lead as an absorber. It consists of a barrel and an end-cap (EMEC)
structure. The calorimeter is used for measuring the energy deposition of photons and
electrons.

11



2. The LHC and the ATLAS experiment

The non-compensating hadronic calorimeter is a sampling calorimeter that sits behind
the electromagnetic calorimeter. It consists of an iron-scintillating tile calorimeter in the
range |η| < 1.6. For rapidity values larger than 1.6, the hadronic calorimeter is a LAr
calorimeter. The calorimeter is well suited for measurements of Emiss

T and jet reconstruc-
tion using dedicated reconstruction algorithms.

2.2.3. The muon spectrometers

The muon spectrometers form the outermost detector layer of the Atlas detector since
muons traverse the inner subdetectors due to their minimum ionising nature. The mo-
menta of muons are measured in these outermost subdetectors using magnetic field con-
tributions from both magnets. Since muons leave clear signals in the muon spectrometer,
they are good trigger candidates.

2.2.4. Triggers

The maximum bunch crossing rate at the Atlas IP is 40MHz. To reduce the overwhelm-
ing amount of data caused by the proton-proton collisions within Atlas, a machinery
which only saves interesting events is needed.
This task is performed by a two level trigger system which reduces the number of events
saved to the order of a few hundred Hertz. The first trigger is a custom made electronic
hardware trigger which uses information from subdetectors such as the muon spectrom-
eters and the calorimeters. Candidate events are events containing for example muons,
tau particles, jets, missing transverse momentum, electromagnetic clusters or a certain
total energy. This trigger reduces the event rate to the order of 100 kHz. These events
are then piped to the second trigger level, the High Level Trigger (HLT) [44]. It reduces
the event rate further to a manageable event rate of about 1 kHz. Events that pass these
triggers are subsequently written to disk.
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3. Nominal signal and background
Monte Carlo samples

To compare measured data with theory predictions, Monte Carlo (MC) samples are
needed. The modelling of signal and background contributions is based on simulated
MC events of proton-proton collisions at a centre-of-mass energy of

√
s = 13TeV, pro-

duced with MC event generators. The samples that are used in this analysis are presented
in detail in this chapter.
After the events are generated using MC event generators, Geant4 [45] is used to simu-
late the response of the Atlas detector [46]. For all samples, except for those generated
using the Sherpa [47, 48] MC programme, Evtgen is used to model the decay of heavy-
flavour hadrons [49]. Additional proton-proton interactions are generated with Pythia
8 [50, 51]. The MSTW2008LO parton distribution functions (PDF) set [52] and a set of
tuned parameters called A2 is used. To improve the agreement of MC simulation with
data, corrections derived from dedicated data samples are applied to the MC simulation.
Both inclusive and dedicated samples are used in which the process is either generated
at matrix-element (ME) level without explicitly including a photon or by explicitly in-
cluding photons in the ME level generation step. Dedicated samples are used for the tt̄γ
process as well as for Wγ and Zγ processes with additional jets. In the inclusive samples,
radiation of photons is accounted for by the showering algorithm. The overlap between
inclusive and dedicated samples due to possible double-counting of photons is removed.
The dedicated tt̄γ signal process is produced at leading order (LO) in QCD using the
Madgraph5_aMC@NLO generator [53] and the NNPDF3.4LO PDF set [54]. Diagrams
where the photon is radiated by charged particles in the initial or final state and by
intermediate top quarks or W± bosons are included. The sample is normalised to next-
to-leading (NLO) accuracy in QCD using the dedicated k-factor used in the analysis.
Feynman diagrams of these processes were previously shown in Figure 1.4. These pro-
cesses also include a small contribution of events that are labelled as tt̄ h-fake or tt̄ e-fake
events in this analysis.
To model parton shower, hadronisation, fragmentation and the underlying event, the
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3. Nominal signal and background Monte Carlo samples

event generation is interfaced to Pythia 8 using the A14 tune.
Events withWγ or Zγ final states with additional jets are simulated as dedicated samples
with Sherpa [47, 48], where all steps from the hard process to the observable particles are
performed by the generator itself. Furthermore, the Sherpa-internal parton showering
matches and merges all samples. While Wγ events are simulated at NLO accuracy in
QCD, Zγ events are simulated at LO in QCD. Both times the NNPDF3.0NNLO PDF set
is used and the samples are normalised to the cross section given by the corresponding
MC simulation.
To simulate events with inclusive W± boson and Z0 boson production in association with
additional jets, Sherpa [47, 48] is used. These samples are simulated at NLO in QCD
using the NNPDF3.0NLO PDF set in association with a dedicated tune provided by the
Sherpa authors. These inclusive samples are normalised to next-to-next-to-leading order
(NNLO) in QCD [36].
Single top processes (Wtγ) are simulated separately for the three production channels
introduced in Chapter 1. In addition, each channel is generated for top quark and anti-
top-quark separately at NLO level using POWHEG and the NNPDF2.3LO PDF set which
is interfaced to Pythia using the A14 tune. The calculated cross section of the sample
is normalized to NNLO in QCD [55].
Inclusive tt̄ production processes are simulated at ME level at NLO accuracy in QCD.
For simulating this sample, POWHEG-BOX-v2 [56–59] is used. The calculation uses the
NNPDF3.0NLO PDF set [60]. The parton shower for this sample is also generated with
Pythia 8 using the A14 tune. The normalisation of the tt̄ samples is based on the cross
section calculated with the Top++2.0 programme at NNLO in perturbative QCD (see
[61] and references therein). The inclusive tt̄ production processes are the dominant source
for tt̄ h-fake and tt̄ e-fake events in this analysis.
Diboson events, events with two vector bosons such as WW , WZ or ZZ, are generated
with Sherpa at LO in QCD. The simulation uses the NNPDF3.0NNLO PDF set and a
dedicated tune provided by the Sherpa authors. The diboson samples are normalised to
NLO accuracy cross sections in QCD [62].
The tt̄ production process in association with a vector boson, the tt̄V process as intro-
duced in Chapter 1, is simulated at NLO ME level with Madgraph5_aMC@NLO. The
NNPDF3.0NLO PDF set is used and the generator is interfaced to Pythia 8. The A14
tune is used in association with the NNPDF2.3NLO PDF set. The tt̄V samples are nor-
malised to NLO in electroweak theory and QCD [63].
Samples that are produced at NLO or NNLO accuracy in QCD as presented in this
chapter can contain a number of events with negative event weights. While these events
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originate from physics effects, their treatment in the training process of a neural network
is non-trivial. The treatment of these events will be revisited in Chapter 5.
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4. Event selection and object
definition

In this chapter the definition of photons, electrons, muons and jets is discussed. Based
on these reconstructed objects selections are placed, called the event selection. The event
selection suppresses background contributions and thus enriches the purity of tt̄γ within
the region defined by it. The strategy of the event selection is loosely based on the event
selection required for a typical tt̄ analysis but with additional requirements on a photon.
All reconstructed photons [64] pass the pseudo-rapidity cut of |η| < 2.37 which is moti-
vated by the efficiency drop of the electromagnetic calorimeter for higher values of |η|. Due
to the crack region of the electromagnetic calorimeter photons with 1.37 < |η| < 1.52 are
excluded. The photon candidates must have a transverse energy of ET > 20GeV. They
must pass both, the tight identification criteria [65, 66] and isolation criteria defined
as Etopocone40

T < 0.022 pT+2.45GeV as well as pcone20
T < 0.05 pT. The isolation variable

Etopocone40
T describes the amount of energy measured by the calorimeter in a cone of ra-

dius ∆R = 0.4 around the particle. The region of ∆R < 0.1 is excluded. The second
isolation variable, pcone20

T , describes the amount of transverse momentum associated with
charged particle tracks in a cone of radius ∆R = 0.2 around the particle with pT> 1GeV.
Requiring the photons to be isolated reduces hadronic background processes where soft
photons are emitted (h-fakes, tt̄ h-fakes).
Photons can be either converted or unconverted. While a converted photon is recon-
structed from a calorimeter cluster matched to a conversion vertex or several vertices, an
unconverted photon is made from a cluster matched to neither an electron track nor a
conversion vertex.
To distinguish prompt photons in tt̄ final states from fake photons and other prompt pho-
tons being radiated in final states involving W± or Z0 bosons, Monte-Carlo (MC) truth
information is used.
Muon identification and reconstruction in Atlas [67] is based on information obtained
with the muon spectrometers and the calorimeters. Muons are identified using informa-
tion related to track measurements and measured distances from the IP. Muon candidates
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have to pass a medium identification and FCTight_FixedRad isolation criteria [67]. The
transverse momentum of the muon must be > 25GeV for data taken in 2015, 2016, 2017
and 2018. Muon candidates must also fulfil |η| < 2.5.
Electron candidates must be within |η| < 2.47 excluding the calorimeter crack region at
1.37 < |η| < 1.52. They must have a calibrated transverse momentum of pT> 25GeV.
Jet candidates are reconstructed by using the anti-kT algorithm [68]. A radius parameter
of R = 0.4 is used. All jets are required to have a transverse momentum of pT> 25GeV
and to be in the pseudo-rapidity range of |η| < 2.5. A calibrated b-tag working point of
85 % is used using the MV2C10 algorithm [69–71].
This analysis uses single-lepton triggers for electrons and muons. The selection targets
final states with at least four jets, exactly one isolated photon and either an electron or
a muon. Using the invariant mass of the reconstructed photon and the lepton, m(`, γ),
a Z0-window cut |mZ −m(`, γ)| > 5GeV is applied in the e+ jets channel. The mass of
the Z0 boson is assumed to be mZ = 91.23GeV. Applying the Z0-window cut reduces
the contamination of electronic fakes coming from Z → `` final states where one lepton
is misidentified as a photon. To reduce the contribution of photons that are radiated by
leptons, events with ∆R(l, γ) > 1.0 are selected, where ∆R(l, γ) measures the distance
between the lepton and the photon. The event selection is summarised in Table 4.1 be-
low. For this analysis conservative normalisation uncertainties of 50 % are used for all

Table 4.1.: Table summarising the event selection of the analysis.
Channel e+ jets µ+ jets
Photon 1 γ with pT> 20GeV
Jets ≥4
b-jets ≥ 1 using the 85 % working point
m(γ, `) |m(γ, `)−mZ | > 5GeV

∆R(γ, `) > 1.0

backgrounds because a dedicated determination of systematic uncertainties was beyond
the scope of this thesis. A 20 % normalisation uncertainty is assigned to the tt̄γ signal
based on the theoretical uncertainty on the NLO k-factor used in a previous Atlas mea-
surement of the tt̄γ cross section [72]. A luminosity uncertainty of 1.7% is used [73].
Furthermore, no background scale factors are applied.
Applying the event selection described above results in a signal-to-background ratio of
approximately 1 : 1. The details of the resulting event composition in the signal region
are discussed in the following paragraphs.
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The largest background in the e+ jets and µ+ jets channel is the contribution from tt̄

e-fakes which makes up around 12.5% of the combined signal and background MC. In
the µ+ jets channel, tt̄ e-fakes are created by the dileptonic tt̄-decay in the eµ channel
with extra jets where the electron is misidentified as a photon. The contribution of Wγ

is 12.0% in the µ+ jets channel and 11.7% in the e+ jets channel. It ranks second behind
the tt̄ e-fake contribution. The third highest contribution in both channels comes from tt̄

h-fake events. The contributions are 6.0% in the e+ jets channel and 6.5% in the µ+ jets
channel. Zγ events contribute with 4.75% in the e+ jets channel and with 3.45% in the
µ+ jets channel. Single top events, Wtγ, make up 3.9% in the e+ jets channel and 4.3%
in the µ+ jets channel. Electronic fake events make only 0.7% in the µ+ jets channel but
5.2% in the e+ jets channel where they originate from a Z0 decay with two electrons in
the final state, one of which is misidentified as a photon. The smallest contributions come
from h-fake and Promptγ backgrounds that make up 0.9% and 0.5% in both channels,
respectively.
Table 4.2 shows the event yields of the signal and the background in both channels as

well as in the combined channel. The total uncertainty as a combination of the systematic
uncertainties previously mentioned and statistical uncertainties is also shown. Figure 4.1

Table 4.2.: Yields for all background processes and the signal for each channel. Scale
factors for the different backgrounds are not applied.

µ+ jets e+ jets combined
tt̄γ 13 700± 2700 11 800± 2300 26 000± 5000

tt̄ e-fake 2900± 1400 2900± 1400 5700± 2900
Wγ 2800± 1400 2700± 1300 5500± 2700

tt̄ h-fake 1500± 700 1400± 700 2900± 1500
Zγ 800± 400 1100± 600 2000± 1000
Wtγ 1000± 500 900± 500 1900± 900
e-fake 160± 80 1200± 600 1400± 700
h-fake 200± 100 200± 100 400± 200

Promptγ 120± 60 120± 60 240± 120
Total 23 200± 3500 22 400± 3300 46 000± 7000

Data (139 fb−1) 24 430 25 993 50 423

shows the event composition of the e+ jets channel and the µ+ jets channel in detail.
Since the composition of backgrounds for both, the e+ jets and the µ+ jets channels is
similar, these channels are merged and hereafter referred to as the (combined) single-
lepton channels. No further differentiation between electrons and muons is performed.
The total signal contribution within the lepton+jets channel is 56 %. Backgrounds with
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e+ jets Channel Compo ition
t ̄tγ (59.1̄)
t ̄t e-fake (12.5̄)
Wγ (12.1̄)
t ̄t h-fake (6.5̄)
Zγ (3.5̄)
Wtγ (4.3̄)
e-fake (0.7̄)
h-fake (0.9̄)
Promptγ (0.5̄)

μ+ jets Channel Composi ion
t ̄tγ (52.9̄)
t ̄t e-fake (13.0̄)
Wγ (12.1̄)
t ̄t h-fake (6.3̄)
Zγ (4.9̄)
W γ (4.0̄)
e-fake (5.4̄)
h-fake (0.9̄)
Promp γ (0.5̄)

Figure 4.1.: Event composition of the e+ jets channel (left) and the µ+ jets channel
(right).

fake photons (e-fake, h-fake, tt̄ e-fake and tt̄ h-fake) make up 22.9 % of all events and
backgrounds with prompt photons (Wγ, Zγ, Wtγ and Promptγ) make up 21.1 % off all
events. Overall the background contribution of tt̄ e-fake events ranks highest with 12.5 %
followed by the Wγ contribution with 12.1 %.

19



5. Machine learning in the scope of
a tt̄γ cross section measurement in
ATLAS

In recent years, machine learning (ML) approaches and new developments became pop-
ular throughout Atlas, Cms and the high-energy-physics community. Several different
analyses have improved their precision by utilizing machine learning tools like boosted
decision trees or neural networks (NNs) to discriminate signal processes from background
processes [74–76]. The discriminating power of NNs has significantly increased due to
the development of new learning techniques which use computational resources more ef-
ficiently.
A neural network is one of several different approaches to machine learning. Even

though its design is motivated by the biological function of the human brain, its math-
ematical description differs from the working principles of neurons and synapses within
the human brain.
In this analysis, the concept of a uni-directional neural network in which information is
fed from an input towards an output, a so called feed-forward NN, is used. All feed-
forward neural networks are composed of an input layer and an output layer with several
intermediate, hidden layers in between. Each of these layers consists of a variety of nodes.
The depth of the network is defined by the number of hidden layers and the width is
defined by the number of nodes in these layers. Combining the width and depth of all
layers defines the size of the network. Deep neural networks are neural networks that
consist of multiple hidden layers between the input and the output layer.
The goal of any ML approach is to find a function that transforms an n-dimensional in-
put describing a complex parameter space or set of variables A, into simpler space or set
B1. In classification problems, the aim is to transform the complex n-dimensional input
defined by the input variables, thereby separating the events of each sub-class within the
dataset. In case of an input vector of low dimensionality, the relationships between the

1In this analysis: dim(B) = 3
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components of the vector are simple.
This is not necessarily the case for higher dimensions and for the output distributions of
the hidden layers due to the complexity and multidimensionality of the problem at hand.
Each node within each hidden layer is fully connected to each node in the previous and
next layer. Each node then performs a transformation of its input value, x̃, using a spe-
cific weight, wi, describing the connection to the previous node i as a scalar and its own
bias b as an offset, in a transformation T (x) = g(wi · x̃ + b) using an activation function
g. The activation function introduces complex non-linear mappings between input and
output values, thereby providing the possibility to describe non-linear relations within the
dataset. The transformation of an input vector composed of input variables, xi, ~x ∈ Rn

into an output vector ~y ∈ Rm is then described by a non-linear function combining all
transformations T (x) from all layers using k total weights and l total biases:

f : Rn → Rm

~x→ f(~x, w1, w2, . . . wk−1, wk, b1, b2, . . . , bl−1, bl) = ~y

The function f(~x, w1, w2, . . . wk−1, wk, b1, b2, . . . , bl−1, bl) therefore assigns a label or a set
of labels to each event. In the case of a binary classification problem m = 1 is usually
sufficient. For a multi-class classification problem with three classes, m = 3 is used. This
function effectively represents a multi-dimensional hyperplane of dimension n − 1, that
defines a boundary hyperplane within the hyperspace defined by the n input parameters,
thereby separating events. The properties of this function are difficult to grasp and need
to be examined in detailed numerical studies.
To find the optimal function to separate the subclasses a loss or cost function is optimised
that describes the performance of the current model. The weights and biases of each node
are adapted using a method called the backpropagation of errors [77]. For binary classi-
fication the binary-cross-entropy is used (see Equation (A.2)) as the loss function in this
analysis. For multi-class classification the categorical-cross-entropy is used as described
in Equations (A.1) and (A.2) in the appendix.
When training a classifier, training data is needed. This data set is called training set.
When the entire training dataset was passed forward through the network and the errors
were passed backwards through it, one training step named epoch is passed. Each epoch
is further divided into several batches that are passed to the NN one by one2. This set
is repeatedly used during every epoch of training and directly influences the weights and

2The size of these batches is only limited by the available capacity of CPU memory. Larger batch sizes
require less backpropagation steps since the errors are only propagated backwards at the end of each
batch.
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biases of each node in each layer of the network.
To measure the performance of any classifier, metrics need to be defined. These metrics
need to be calculated using events that the network was not previously trained on. This
dataset is called the testing set. The testing of the classifier is performed after the training
is completed. Comparing the performance of the classifier using both the training and
the testing set provides a way of quantifying the generalisation capability of the classifier.
To determine the evolution of the performance of the classifier during training, a third
statistically independent set needs to be defined. This third set is the validation set. It is
drawn from the initial training set and used to calculate the validation metrics. Events
in the validation set are not used for training, effectively reducing the training set in size.
The validation loss and the validation accuracy are used as measures for the goodness
of the model on data points the classifier was not previously trained on during training.
These metrics describe the value of the used loss function and the weighted accuracy of
the classifier to correctly predict these events calculated only using the validations set.
During the training process, the validation loss is monitored and training is aborted when
the validation loss stops improving.
If training is stopped before reaching the minimum of the loss function, the classifier is
defined as being undertrained. It “underfits” the training data. If training is continued
over too many epochs and the training loss starts to diverge from the validation loss,
generalisation power is lost. The classifier is said to be overtrained. It is “overfitting” the
training data.
The size of the training, validation and testing set is chosen to be 60 %, 20 % and 20 % of
the entire dataset, respectively.
The high discrimination power of deep multi-class neural networks motivates a develop-
ment of a such a supervised NN to discriminate tt̄γ processes from background processes
in this analysis.
In a previous measurement of the tt̄γ cross section in Atlas using proton-proton colli-
sion data taken in 2015 and 2016 a binary approach was used to separate tt̄γ final states
from the underlying background [72]. In this thesis, a deep multi-class neural network is
developed to discriminate tt̄γ signal processes from processes involving hadronic fakes or
electronic fakes and events that mimic the tt̄ topology with a prompt photon. The names
of these classes are defined as “tt̄γ” for the tt̄γ signal process with a prompt photon,
“Fakes” for all processes involving hadronic or electronic fakes and “Other Prompt” for
all processes involving prompt photons that do originate from a top quark pair. Events
that are separated by such a multi-class classifier are therefore grouped into sub-categories
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such that

~y =


(1, 0, 0)t for Event ∈ tt̄γ
(0, 1, 0)t for Event ∈ Fakes
(0, 0, 1)t for Event ∈ Other Prompt.

(5.1)

Fake-lepton events, events where a lepton is faked by a jet or a photon, are not investigated
within the scope of this analysis since their impact was found to be small in a previous
tt̄γ cross section measurement by Atlas [72].

23



6. Development of multi-class
classifiers for the tt̄γ cross section
analysis

For the development of all classifiers in this analysis, the open source machine learning
libraries Tensorflow [78] and Keras [79] are used. Furthermore, several components of the
analysis are based on additional functions provided by the scikit-learn machine learning
library [80]. The Python extension module root_numpy is used to provide an efficient
interface between ROOT [81] and NumPy [82] which is then used for training Keras-
based neural networks. All classifiers are trained using events passing the event selection
described in Chapter 4.
To utilize all events for training and testing, a 5-fold cross validation is used. For each
fold the validation set is randomly drawn from all events within the training set of that
fold. The size of the validation set is 25 % of the size of the folds training set. Its statistics
are therefore comparable with the statistics of the testing set.
Due to the choice of cross validation, the number of events used for testing is equivalent
to a fifth of all events passing the event selection for each tested classifier. To minimise
the loss function, the Nadam optimizer is used, which incorporates Nesterov momentum
into Adam [83–85].
To improve the generalisation performance, the validation is monitored and the training
is stopped if the decrease in validation loss is smaller than 0.0001 for 300 epochs. The
batch size is chosen to be 100000 training events. Additionally, dropout layers are used as
a regularisation measure. These layers set a fraction (30 %) of inputs units to 0 at each
update during the training time thereby preventing overfitting [86].
As a performance measure the area under the receiver operating characteristics curve
(AUROC) is used, where in the case of a multi-class output the AUROC is calculated
for each class separately. Furthermore, the shape of the receiver operating characteristics
(ROC) curve is used to investigate the generalisation performance of the classifier. For
these ROC curves the false-positive-rate (FPR) and the true-positive-rate (TPR) are used.
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Events with negative event weights are not considered during training since their physical
meaning is not reflected by their negative impact on the loss function. These event weights
are subsequently set to zero for all training purposes. These events originate from samples
that are calculated at NLO and NNLO previously presented in Chapter 3. The impact
of this decision on the training is checked by comparing the shape of the input variables
with and without negative event weights. The differences of the kinematic distributions
were found to be below 0.1 % for most input variables and backgrounds and are therefore
considered negligible.
The absence of all negative event weights is taken into account by scaling all event weights
accordingly to preserve the ratios of expected events between all classes. To handle the
imbalance between classes used during training, the MC training weights are rescaled to
form the training weights wtrain,i by applying scale factors ci and cj, for i, j ∈ [1, 2, 3] in
the multi-class and i, j ∈ [1, 2] in the binary case, such that ci ·

∑
wtrain,i/cj ·

∑
wtrain,j = 1

for all permutations of i and j and i 6= j.
For the training, all input variables are scaled into a range between zero and one, thereby
eliminating large spreads of values between different input variables, which may otherwise
result in large error gradient values causing weight values to change significantly, leading
to an unstable learning process. Using this scaling method the shape of all kinematic
distributions is preserved.

6.1. Building a stacked model

One general purpose of the multi-class classifiers developed for the tt̄γ analysis is to
separate tt̄γ events from underlying background events. By doing this, two different im-
provements of the analysis can be achieved. Firstly, the separation of tt̄γ signal events
from underlying background events enables the definition of new cuts based on the output
of the used multi-class classifier, thereby improving the signal over background ratio and
the significance of a cut and count based analysis. Secondly, the non tt̄γ output nodes
can be used to define control regions for Wγ, Zγ, tt̄ e-fake, e-fake, tt̄ h-fakes and h-fake
events which can be used to constrain uncertainties on these types of backgrounds. The
kinematics of these control regions are very similar to the kinematics of the remaining
orthogonal signal region and should therefore, especially in the case of Wγ events, be
preferred over light flavour control regions.
Two different multi-class classifiers are developed by using stacked generalisation ensem-
bles of neural network models.
These dedicated multi-class classifiers consist of several sub-classifiers (SCLs). They are
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trained using a procedure consisting of two main steps. First, all SCLs are trained and
afterwards combined in a stacked generalisation ensemble. A multi-class classifier is then
connected to the output of all sub-classifiers. In a second step, the weights and biases of
all hidden layers of all SCLs are fixed and the training of the entire stacked generalisation
ensemble is repeated. Only the additional layers added by the multi-class classifier are
affected during this final step.
Two different approaches on defining these SCLs are pursued. While the one-vs-one ap-
proach uses SCLs that directly discriminate the tt̄γ signal from each background process
separately, the SCLs in the one-vs-all approach focus on determining probabilities for each
background and the signal separately.

6.1.1. Variable selection

The two different multi-class classifiers and all their SCLs are trained with an identical
set of input variables. A detailed list of all used input variables is given in Section 6.1.1.
Kinematic distributions of all used variables are shown on Figures C.1 to C.4 in the
appendix. The choice of input variables is predominantly motivated by the differences

Relation Variables (31 in total)

Photon related
photon |η|, photon pT, photon conversion type,
∆R(γ, jet)min,1, ∆R(γ, jet)min,2, ∆R(γ, jet)min,3,
∆R(γ, jet)min,4, ∆R(γ, jet)avg

b-tagging related leading b-tag score, subleading b-tag score, Number of b−jets

Jet related Number of jets, leading jet pT, sub-leading jet pT,
Jetγ,1 pT, Jetγ,2 pT, Jetγ,3 pT, Jetγ,4 pT

Mixed
m(l, b), m(γ, b), ∆R(γ, b),
m(l, γ), ∆R(l, γ), Leading b-jet pT, Sub-leading b-jet pT,
Third-leading b-jet pT, Fourth-leading b-jet pT

Others pT(W), HT, mT (W), Emiss
T

Table 6.1.: The selected variables that were used as input variables for the neural net-
works.

in topologies highlighted by them. It is based on an in-depth study of their separation
power.
The resulting list of variables is based on comparisons taking tt̄γ, tt̄ e-fake, tt̄ h-fake,
e-fake, h-fake, Wtγ, Wγ, Zγ and Promptγ event topologies into account. Combinations
of background-versus-background or signal-versus-background topologies are investigated
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totalling 36 unique combinations. For each combination the separation power for all
investigated input variables is calculated, yielding a dedicated ranking of input variables
for every combination. To calculate the separation power S, the function

S = 1
2

∑n
i (Si −Bi)2

Si +Bi

. (6.1)

is used, where Si describes the number of signal events in bin i and Bi describes the
number of background events in bin i.
As an example, the ranked separation power of the 15 highest ranking variables based on
the study of the tt̄γ event topology and the Wγ event topology are shown in Figure 6.1.
The background distributions are compared to the tt̄γ distributions. Additional summary

0 10 20 30 40
Separation power [%]

1st b-tag score

2nd b-tag score

Number of b-jets

m(l, b85) [GeV]

R(l, b85)

R( , b85)

Leading jet pT [GeV]

m( , b85) [GeV]

Leading b-jet pT [GeV]

3rd b-tag score

Sub-leading jet pT [GeV]

HT [GeV]

b-jet pT, 2 [GeV]

jet , 1pT [GeV]

R( , jet)avg

36.47 %

24.48 %

20.47 %

15.60 %

14.80 %

8.92 %

5.83 %

5.22 %

4.74 %

4.41 %

3.96 %

3.63 %

3.53 %

2.71 %

2.38 %
tt  vs. W
Jet related
Photon related
Mixed
b-tagging related
Others

Figure 6.1.: Ranked separation power plots of the input variables based on the study
of the tt̄γ topology and the Wγ event topology

plots are shown in Figures C.5 to C.71 in the appendix.
Due to the high separation power of b-tagging related variables for separatingWγ and Zγ
events from tt̄γ events and the similarity of the ranking of the input variables for these
two types of events, Wγ and Zγ events are combined into one class called WZγ.
Furthermore, variables incorporating b-tagging information are included to utilize their

1These figures contain additional separation rankings on which the following results are based. In total
18 out of 36 additional rankings are shown.
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separation power of prompt processes such as Wγ and Zγ from the tt̄γ signal process.
Both Wγ and Zγ processes have a lower number of jets tagged as b-jets and are therefore
easily separated from the tt̄γ signal process. The same statement can be made when com-
paring Wγ and Zγ events with tt̄ e-fake and tt̄ h-fake events, since both tt̄ h-fake and tt̄
e-fake events also have two top quarks that decay into b quarks, leading to significant dif-
ferences in the kinematic distribution of said variables. Especially the pseudo-continuous
b-tagging scores provide high separation power in these cases and are therefore used.
Distributions of the highest and second highest pseudo-continuous b-tagging scores are
shown in Figures 6.2 and 6.3 for Zγ, Wγ and tt̄γ events as well as tt̄ e-fake and tt̄ h-fake
events. Additionally, the distance between the lepton and the closest b-jet in the η-φ
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Figure 6.2.: Kinematic distributions of the leading b-tag score depicting the separation
of tt̄γ events from Wγ and Zγ events.

plane, ∆R(l, b), as well as the invariant mass of the lepton and the closest b-jet, m(l, b),
have high separation power and provide a good handle to further separate events. Dis-
tributions of these two variables are shown in Figures 6.4 and 6.5 for tt̄γ, Zγ and Wγ

events as well as tt̄ e-fake and tt̄ h-fake events. Since shower shape variables obtained
with the electromagnetic calorimeter show discrepancies between MC and data for the
lateral profile development of the electromagnetic shower [66, 87], they are not used as in-
put variables to discriminate h-fakes, tt̄ h-fakes, e-fakes and tt̄ e-fakes from other events.
Therefore, several variables are defined instead, describing the proximity of the recon-
structed photons and jets. While variables such as ∆R(γ, jet)min,i describe the distance
between the photon and a jet, where i = 1 describes the closest jet ((i = 2)=̂ second clos-
est jet, et cetera), jetγ,ipT describes the transverse momentum of said jet. Distributions
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Figure 6.3.: Kinematic distributions of the sub leading b-tag score depicting the sepa-
ration of tt̄γ events from Wγ and Zγ events.
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Figure 6.4.: Kinematic distributions of ∆R(l, b) depicting the separation of tt̄γ events
from Wγ and Zγ events as well as the separation of Wγ and Zγ from tt̄
e-fake and tt̄ h-fake events.
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Figure 6.5.: Kinematic distributions of m(l, b) depicting the separation of tt̄γ events
from Wγ and Zγ events as well as the separation of Wγ and Zγ from tt̄
e-fake and tt̄ h-fake events.

for ∆R(γ, jet)min,1, ∆R(γ, jet)min,2 and ∆R(γ, jet)min,3 are shown in Figure 6.6.
To identify e-fake and tt̄ e-fake events, variables such as the photon conversion type,
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Figure 6.6.: Kinematic distributions of ∆R(γ, jet)min,i, for i ∈ [1, 3], depicting the sep-
aration of tt̄γ events from tt̄ h-fake events.

Emiss
T , and m(l, γ) are used, highlighting kinematic differences caused by the electron

misidentified as a photon as well as differences related to it coming from a dileptonic Z0

boson decay.
Separation plots for the kinematic distributions of these variables for tt̄ e-fake and e-fake
events as well as for tt̄γ events are shown in Figures C.8 and C.9. Additionally, separation
plots comparing tt̄ h-fakes and tt̄ e-fakes as well as e-fakes and h-fakes are also shown for
reference.
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6.1.2. Optimisation of sub-classifiers

As described in Section 6.1, both the one-vs-one and the one-vs-all multi-class classifier
are based on a stacked approach. To optimise the performance of each multi-class clas-
sifier, its corresponding set of hyper-parameters is also optimised. For this purpose, an
optimisation algorithm is developed and applied to all SCLs that are fed as inputs to
the multi-class classifiers. A separate hyper-parameter optimisation of the multi-class
classifiers themselves is not performed.

Genetic optimisation algorithm

Since the search for an optimal set of hyper-parameters is non-trivial and computationally
expensive, several possible configurations are tested simultaneously using grid resources
to effectively scan a wide space of different hyper-parameters. The method of testing
each possible combination of hyper-parameters is not feasible for large sets of different
hyper-parameter combinations. In such cases, it can be shown that random approaches
are more efficient than standard search approaches [88]. Therefore, a genetic optimisation
algorithm (GOA) is developed and applied to reduce the computation time by reducing
the set of hyper-parameters that is actually tested. The GOA is then executed using the
open-source high-throughput computing software framework HTCondor in a diamond
shaped directed acyclic graph (DAG) application.
The set of hyper-parameters tested in the GOA focuses on the size of network, its depth,
the used activation functions and the layers where dropout is applied because these pa-
rameters are assumed to have the highest impact on the performance. For the size of
a layer 30, 50 and 100 nodes are considered with a maximum depth of 2,3 or 5 layers
in total. The tested activation functions are ReLU, ELU and the tanh(x) function (see
Equations (A.3) to (A.5) in the appendix), where each layer can have any of the three
activation functions. Dropout layers are randomly added in between the hidden layers.
The cardinality of the set of possible combinations, card(M), can be calculated using

card(M) =
∑

i ∈ {2, 3, 5}︸ ︷︷ ︸
Number of layers

3i · 3i ·
5∑
j=1

i!
j!(i− j)!︸ ︷︷ ︸

Dropout configurations

= 1, 835, 865, (6.2)

where 3i · 3i describes the number of possible permutations of nodes and activation func-
tions based on the three possible values for each. The algorithm is initialised by defining
an arbitrary set of i SCLs by randomly picking a subset of hyper-parameters from the set
M with card(M) = 1, 835, 865 different configurations.
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This initial set of configurations forms the first generation of sub-classifiers. All SCLs
within the generation are then trained using identical splits for the training set and a
5-fold cross validation. In the GOA, the validation set is composed of events that are
randomly drawn from the training set.
After all SCLs are trained, they are tested and compared using identical testing sets.
All classifiers within one generation are then sorted based on the achieved AUC values
calculated using both the training and testing set. The top forty percent of all tested clas-
sifiers are retained and serve as parent networks for the next generation. Furthermore,
additional SCLs that are not within the top forty percent are randomly chosen and also
retained for the next generation. From this set, pairs are randomly combined. Each pair
is then used to breed children networks consisting of randomly chosen hyper-parameters
based on the set of hyper-parameters defined by the parents. The final set of networks
has the same size as the previous generation.
At the end of this process all SCLs have a chance of 10 % to be further mutated by
randomly changing hyper-parameters of the classifier for new hyper-parameters from the
initial set of parameters, M .
This resulting generation is then trained again and the process described above is re-
peated. The algorithm is stopped after 10 generations and the best configuration is kept.
To determine an optimal set of hyper-parameters for each sub-classifier, the genetic op-
timisation algorithm is used on each sub-classifier configuration separately. After 10
generations all trained networks are ranked2.
The choice of the optimal hyper-parameter configuration based on the results of the GOA
is determined by ranking all configurations based on the achieved AUC score using the
testing set and excluding configurations that show overfitting behaviour. These configura-
tions are excluded by defining tight3 constraints on the results of the genetic optimisation
algorithm. To describe the generalisation capability, c(∆AUC) is defined, denoting the
difference between the mean AUC score calculated using the testing set, c(AUCtest), and
the mean AUC score calculated using the training set, c(AUCtrain), for any configuration
c. To constrain the difference between each fold within the cross validation further, the
standard deviation of all folds in testing, σAUCtest , is used. The resulting network is asked
to have a standard deviation for both testing and training of less than 0.01. Furthermore,

2It needs to be noted here, that a more thorough study of the usage of the GOA within the scope of
a tt̄γ analysis was not performed. The usage of this concept should therefore be understood as an
alternative way to draw possible hyper-parameter configurations from a greater subset. Proving its
effectiveness compared to a more traditional grid search was beyond the scope of this thesis.

3These constraints are arbitrary.
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to put more emphasis on generalisation capability than on overall performance 4, the
difference between the mean AUC score in training and testing must be smaller than the
standard deviation of the testing AUC score. From all possible hyper-parameter configu-
rations c̃ the configuration c ⊂ c̃ is chosen that fulfils the logical condition defined by the
constraints defined below:

max c(AUCtest) ∧ c(∆AUC) < 0.01 (6.3)
∧ c(σAUCtest) < 0.01 ∧ c(∆AUC) < c(σAUCtest) (6.4)

with c(∆AUC) = c(AUCtrain)− c(AUCtest) . (6.5)

If no resulting sub-classifier fulfils these constraints, the constraints are loosened by grad-
ually increasing the allowed deviations starting from 0.01. The list of SCLs fulfilling these
looser constraints is then checked again and a configuration is picked. Imposing the con-
straints and selecting SCLs accordingly serves as a measure to pick SCLs that perform
well while not overfitting the data. The results of the GOA for all SCLs can be found
in Table B.1 and Appendix B for the one-vs-all approach and in Appendix B for the
one-vs-one approach in the appendix.

6.2. Sub-classifiers

In the following two sub-sections, the resulting SCLs obtained by using the GOA are
separately presented for the one-vs-one and one-vs-all approach.

6.2.1. One-vs-All

For the one-vs-all approach, six SCLs were trained. These SCLs represent the probability
of an event to be a tt̄γ, Wγ, Zγ, Wtγ, e-fake, tt̄ e-fake or tt̄ h-fake event. Due to the
kinematic similarities among the separating variables, Wγ and Zγ events are treated in a
combined sub-classifier. No dedicated SCLs are used for h-fake, tt̄V and diboson events,
because studies on these types of SCLs yielded unstable configurations. The obtained
results for the six SCLs and a discussion of their individual performances is presented in
the following sections.

4This decision is based on studies showing that configurations with higher AUC values tend to have
greater differences between testing and training performance.
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WZγ-versus-all

The purpose of the WZγ sub-classifier is to separate Wγ and Zγ events from all other
events. Since the variables with the highest separation power are mostly identical for
both Wγ and Zγ events when comparing them to other event topologies, these two
topologies are grouped into one sub-classifier. The obtained output distributions for the
sub-classifier and the corresponding separation power are shown in Figure 6.7. The sub-
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Figure 6.7.: Output distributions of the sub-classifier, responsible for separating WZγ
events from all background events (left). Furthermore, the corresponding
separation power is shown (right). This sub-classifier provides a separation
power of 46.0 % between WZγ events and all background events.

classifier yields a separation power of 46.0 %. The shoulder in the separation plot for high
output values of the sub-classifier can be explained by the presence of e-fake events coming
from the dileptonic decay of a Z0 boson. Since the output of the classifier is dominated
by b-tagging information, as shown in the list of the 10 dominating Pearson correlation
coefficients (PCC) [89] in Figure 6.8, e-fake events have a high probability to be labelled
as a Wγ or Zγ event. The ROC curves, as shown in Figure 6.8, are smooth and do not
show significant signs of overfitting. The maximum difference between the testing and
training ROC curves is 0.9 % with most differences being in the range of 0.5 %.
Therefore, the sub-classifier is kept since it is performing well on unseen data5. For future
improvements, the contribution ofWγ and Zγ events should be investigated further. Since

5The term refers to data that were not previously used in the training or validation.
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Figure 6.8.: ROC curves for all five folds of the WZγ sub-classifier (left) and the 10
highest PCC (right).

variables with b-tagging information provide high separation power in this case, further
investigations on their use can be performed in an attempt to improve the performance of
this sub-classifier. Additionally, the overall background modelling of Wγ and Zγ events
should be revisited since the shape of the distributions of these events and the expected
overall event yields have a significant impact on the training itself [90]. The observed
output distribution shows a slope towards higher NN output values. Since no indication
for overtraining is observed, the slope can be attested to a potential improper modelling
of Wγ and Zγ events.
For the training of this sub-classifier in this analysis, noWγ or Zγ scale factors are applied.
A dedicated study of these two backgrounds was beyond the scope of this analysis but
should be considered in the future.

e-fakes-versus-all

Electronic fake photons which are not coming from a dileptonic tt̄ decay, make up a small
percentage of the predicted overall event yields. Nevertheless, they are easy to separate
from all other events using the photon conversion type, therefore utilizing conversion
information obtained by the tracker and calorimeters.
Low b-tag scores lead to a good separation from tt̄γ events and fake events coming from
tt̄-decays, since the jets of these events usually have higher b-tag scores. Furthermore, the
missing transverse momentum and information about the distance between the photon
and neighbouring jets can be used to separate e-fakes from all other events.
The distribution of the output values of the e-fake sub-classifier as well as the separation
power of the classifier are shown in Figure 6.9. The sub-classifier yields a separation
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power of 34.0 %, hence providing good separation of e-fake events from all other events.
The ROC curves for all folds of the e-fake sub-classifier and the distributions of the PCC
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Figure 6.9.: Output distributions of the sub-classifier, responsible for separating e-fake
events from all background events (left). Furthermore, the corresponding
separation power is shown (right). This sub-classifier provides a separation
power of 34.0 % between e-fake events and all background events.

are shown in Figure 6.10. The maximum difference between the ROC curves calculated
using the testing and training set is 1.3 % with most differences at around 0.4 %. The
differences originate from shape differences between the ROC curves at low FPR values.
These differences between the two sets of ROC curves indicate that the classifier performs
better on the training set than on the testing set. This behaviour can be explained by the
composition of the e-fake event category. Since the category is composed of different types
of events as mentioned in Chapters 1 and 3, the e-fake composition within the testing
set might differ for each fold, which leads to small performance differences. Nevertheless,
when taking the overall distribution shown in Figure 6.9 into account, it can be assumed
that the sub-classifier is performing well on unseen data.
It yields results that are expected, reflecting the differences in the kinematics of this type
of event from all other types of events. Although this classifier performs rather well on
its own, its impact on the one-vs-all multi-class classifier regarding e-fake events is small
due to the small number of e-fake events within the signal region.
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Figure 6.10.: ROC curves for all five folds of the e-fake sub-classifier (left) and the
highest ranking PCC (right).

tt̄ e-fakes-versus-all

Electronic fakes from tt̄ decays are separated from all remaining events using a dedicated tt̄
e-fake sub-classifier. The output distribution of this sub-classifier as well as the separation
power between tt̄ e-fakes and all other events are shown in Figure 6.11. The sub-classifier
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Figure 6.11.: Output distributions of the tt̄ e-fake sub-classifier (left) and the corre-
sponding separation plot (right).

provides a separation power of 35.5 % and separates tt̄ e-fakes well from all remaining
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events. This separation power ranks third when comparing all one-vs-all sub-classifiers,
behind the WZγ and e-fake sub-classifiers.
Through differences in the photon conversion type, tt̄ e-fake events can be well separated
from other events. This is especially true for the separation from Wγ, Zγ and tt̄γ events.
The separation is strongest between tt̄γ and Wγ events as well as tt̄γ and Zγ events
which can be attributed to the additional difference in b-tagging information between
these events, since tt̄ e-fake final states contain two top quarks, that almost always decay
into two b quarks.
The ROC curves and the PCC for the tt̄ e-fake sub-classifier are shown in Figure 6.12.
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Figure 6.12.: ROC curves for all five folds of the tt̄ e-fake sub-classifier (left) and the
highest ranking PCC (left).

The calculated ROC curves are smooth and a maximum deviation of 0.8 % between the
AUC score in the training and testing process is observed. The smoothness of the ROC
curves can also be traced back to the high statistics of tt̄ e-fake events from MC as well
as the presence of separation variables with good separation power.

tt̄γ-versus-all

The output distributions for the sub-classifier responsible for separating tt̄γ events from
all background events and the corresponding separation power are shown in Figure 6.13.
The conceptual structure of this sub-classifier is equivalent to the binary classifier ap-
proach pursued in the past within the scope of the tt̄γ analysis [72] performed by Atlas
using proton-proton collision data taken in 2015 and 2016.
While Wγ, Zγ as well as e-fake and tt̄ e-fake decays are well separated from tt̄γ events,
the distribution from Wtγ events and tt̄ h-fake events peak at higher classifier output
values, leading to the observed shoulder in the total background distribution shown in
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Figure 6.13.: Output distributions of the sub-classifier, responsible for separating tt̄γ
events from all background events (left). Furthermore, the corresponding
separation power is shown (right). This sub-classifier provides a separa-
tion power of 21.8 % between tt̄γ events and all background events.

the separation plot.
The reason for this overlap is the similarity of the kinematics of tt̄γ, Wtγ and tt̄ h-fakes.
All of these topologies have a high probability to contain b-jets, tagged with a high score.
Since all variables, containing b-tagging information have a high impact on the output of
this sub-classifier, their output values are shifted to the right.
The separation of tt̄γ and tt̄ h-fakes could be improved by using more calibrated calorime-
ter information in the form of photon shower shapes, thereby focusing on the major dif-
ference between those two types of events.
The ROC curves for all folds of the tt̄γ sub-classifier and the distributions of the PCC
for the input variables with highest correlations are shown in Figure 6.14. The maxi-
mum difference between any test and training ROC curve is 0.8 %. Since all testing ROC
curves are smooth and yield similar results, the sub-classifier is assumed to perform well
on unseen data.
The distribution of the PCC show that variables containing b-tagging information have
the highest impact on the output of the sub-classifier. This is expected since a significant
impact on the training process comes from Wγ and Zγ background events that can be
well separated from tt̄γ events using this information.
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Figure 6.14.: ROC curves for all five folds of the tt̄γ sub-classifier (left) and PCC (right).

Furthermore, the photon conversion type and the distances between the photon and the
closest b-jet, the distance between the lepton and the closest b-jet and the invariant mass
of the lepton and the closest b-jet have high impact. The impact of the photon conversion
type ranks high and is the main variable to separate e-fake and tt̄ e-fake events from tt̄γ

events.

tt̄ h-fakes-versus-all

Hadronic fake events from tt̄-decays are similar to tt̄γ events since they also have two
decaying top quarks in the final states. The only difference between these events and
the tt̄γ signal events is whether the photon is a faked photon or not. Since the training
of a sub-classifier separating tt̄ h-fakes from all remaining events largely depends on the
difference of these events and tt̄γ signal events, the separation is challenging.
The resulting trained sub-classifier and its separation power for separating tt̄ h-fakes from
all other events is shown in Figure 6.15. The sub-classifier shows a separation power
of 11.8 %. The performance of this sub-classifier suffers from the fact that no shower-
shape variables and thus no shower information from the electromagnetic and hadronic
calorimeters is used. The separation then has to rely on kinematic information alone.
Nevertheless, the sub-classifier is able to provide a small separation between tt̄ h-fakes
and all other events. An upward slope is observed in Figure 6.15 for higher classifier output
values, covering bins with decreasing contents and fewer than 2000 entries. Similar to the
slope observed for the WZγ this effect does not seem to be a training effect since the
ROC curves shown in Figure 6.16 do not show any signs for overfitting or underfitting.
Therefore, this effect can be attested to the improper modelling of tt̄ h-fakes. To further
understand the impact of the tt̄ h-fake events on the sub-classifier, the need of data-
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Figure 6.15.: Output distributions of the sub-classifier, responsible for separating tt̄
h-fake events from all background events (left). Furthermore, the corre-
sponding separation power is shown (right). This sub-classifier provides
a separation power of 11.8 % between tt̄ h-fake events and all background
events.

driven fake estimates has to be investigated and their values determined. Data-driven
fake estimates based on bins of photon pT and photon |η| can have a significant effect on
the output of the classifier since one of the variables within the list of highest PCC is the
transverse momentum of the photon. The list of the highest ranking PCC is shown in the
right plot of Figure 6.16.
Since the impact of this sub-classifier in the corresponding multi-class approach is small
compared to the other SCLs and it seems to perform well for values of less than 0.7,
thereby including a majority of all events, the classifier is retained.

Wtγ-versus-all

The obtained output distributions for the sub-classifier responsible for separating Wtγ

events from all other events and the corresponding separation power are shown in Fig-
ure 6.17. The ROC curves for all folds of the Wtγ sub-classifier and the distributions of
the PCC are shown in Figure 6.18. The test AUC scores differ from the train AUC scores
by less than 1.4 %. Although the difference between the performance on seen and unseen
data is relatively small, it still indicates a small overfitting component of the sub-classifier.
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Figure 6.16.: ROC curves for all five folds of the tt̄ h-fake sub-classifier (left) and PCC
for the top 10 variables showing the highest correlation (right).
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Figure 6.17.: Output distributions of the sub-classifier, responsible for separating tt̄γ
events from all background events (left). Furthermore, the corresponding
separation power is shown (right). This sub-classifier provides a separa-
tion power of 7.4 % between tt̄γ events and all background events.
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This small amount of overfitting could not be reduced further. Nevertheless, other folds
show smaller discrepancies between the testing and training performance. Therefore, this
sub-classifier is retained. Detailed studies on the generalisation performance of this sub-
classifier should be conducted in the future.
The overall performance of the sub-classifier is low compared to the other SCLs due to
the kinematic similarities between Wtγ events and tt̄γ signal events. All PCC are below
0.5 with the transverse momentum of the W± boson and the transverse momentum of
the leading jet ranking highest.
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Figure 6.18.: ROC curves for all five folds of the Wtγ sub-classifier (left) and the PCC
(right).

These two variables have separation powers of 1.74 % and 2.79 % for separating Wtγ

from tt̄γ. The difference in performance between this sub-classifier and the other SCLs can
be understood by comparing the separation power of these two variables, to the highest
ranking variables in other sub-classifiers. Since the separation power of the variables is
lower for the Wtγ sub-classifier, its performance is also lower and the two classes are
harder to separate. The separation plots of the two variables are shown in Figure 6.19.
The separation power of all other input variables is smaller. This low separation power
leads to the the small separation power of the sub-classifier since the training is dominated
by Wtγ and tt̄γ events.

6.2.2. One-vs-One

The one-vs-one approach focuses on using SCLs as input that separate a specific type
of background b from the tt̄γ signal class s. These SCLs describe the probability of an
event i being a tt̄γ event assuming i ∈ (s ∪ b), P (i ∈ (s ∪ b)|s). The SCLs are trained for
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Figure 6.19.: Separation plots for the transverse momentum of the W± boson (left),
pT(W ), and the transverse momentum of the leading jet (right), jet pT,1.

b =e-fake, b = tt̄ e-fake, b = tt̄ h-fake, b =Wtγ, and b = WZγ. The impact of h-fake, tt̄V
and diboson events is not treated in a separate classifier for the same reasons as presented
in Section 6.2.1. In the following sections the results of the SCLs used in the one-vs-one
approach are presented.

tt̄γ-versus-Wtγ

The dedicated tt̄γ-versus-Wtγ sub-classifier aims at separating tt̄γ events fromWtγ events
for the one-vs-one multi-class classifier. All non tt̄γ and non Wtγ events are neglected
during the training and validation of the sub-classifier. The sub-classifier is therefore
similar to the sub-classifier presented in Section 6.2.1 and is facing identical challenges as
the Wtγ-versus-all sub-classifier.
Nevertheless, the separation of events is different for this classifier since it focuses on tt̄γ
andWtγ events only, thereby putting more emphasis on the kinematic differences between
those two similar types of events. The output distribution of the sub-classifier and the
separation power achieved are shown in Figure 6.20.
The sub-classifier yields a separation power of 9.8 % which is 2.0 % higher than the

separation power achieved by the Wtγ-versus-all sub-classifier used in the one-vs-all ap-
proach. The resulting ROC curves of the best performing model with the least degree
of overfitting observed in all trained models is shown in Figure 6.21. The ROC curves
show a smooth behaviour. The maximum difference measured between the testing and
training AUC scores is 1.2 %. The variables with the highest impact on the sub-classifier
are the invariant mass of the lepton and the closest b-jet tagged with the MV2C10-85%
working point, m(l, b). Furthermore, variables including information about jets such as
their transverse momentum, jet pT,i, as well as the sum of all transverse momenta, HT ,
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Figure 6.20.: Output distributions of the Wtγ-versus-tt̄γ sub-classifier (left) and the
corresponding separation plot (right).
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Figure 6.21.: ROC curves for all five folds of the Wtγ-versus-tt̄γ sub-classifier (left)
and list of PCC (right).
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rank high.

tt̄γ-versus-WZγ

The tt̄γ-versus-WZγ sub-classifier is trained by only taking Wγ, Zγ and tt̄γ events into
account. The impact of all other background events is neglected. Background events
of the Wγ and Zγ category can be easily separated from tt̄γ events by utilizing the
differences in b-tagging information between these background events and the tt̄γ signal
events.
The distribution of the output of the sub-classifier is shown in Figure 6.22. A clear
separation of 49.8 % between Wγ and Zγ and tt̄γ signal events is observed as shown in
the separation plot on the left of Figure 6.22. While both tt̄ h-fake and tt̄ e-fake as well as
Wtγ events peak below the peak of the tt̄γ signal on the far right, both e-fake and h-fake
events peak on the far left below the peaks of Wγ and Zγ. Both e-fake and h-fake events
originate from decays of Z0 orW± bosons, where in the case of the Z0 boson one lepton is
misidentified as a photon and in the case of the W± boson one jet fakes a photon. Their
topologies are very similar to the topologies where the photon is a prompt one in these
decays, which leads to the observed peak at low NN output values.
Equivalently, tt̄ e-fakes and tt̄ h-fakes peak below the tt̄γ signal peak since their topology
is, apart from the nature of the photon, almost identical to the topology of the tt̄γ signal
events.
The ROC curves for all folds of the sub-classifier separating Wγ and Zγ events from tt̄γ

events and the distributions of the PCC are shown in Figure 6.23. The difference between
the training and testing ROC curves is below one percent for all ROC curves accept for
the third one, where the difference is 1.5 %. Nevertheless, the sub-classifier can be seen
as non-overfitting since all testing ROC curves agree well with another with differences
below one percent.
The distribution of the PCC also confirms that output of the tt̄γ-versus-WZγ sub-classifier
depends heavily on variables involving b-tagging information as expected for this kind of
topology.

tt̄γ-versus-tt̄ h-fakes

To separate tt̄γ events from tt̄ h-fake events, the dedicated tt̄γ-versus-tt̄ h-fakes sub-
classifier is used as an input to the one-vs-one multi-class classifier. The development of
this sub-classifier is based on the fact that tt̄ h-fakes make up the dominant part of all
hadronic fake photons. Furthermore, the kinematic distributions of these events are simi-
lar to the tt̄γ signal events, thereby making their separation challenging and imposing the
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Figure 6.22.: Output distributions of the sub-classifier, responsible for separating Wγ
and Zγ events from tt̄γ events (left). Furthermore, the corresponding sep-
aration power is shown (right). This sub-classifier provides a separation
power of 49.8 % between Wγ and Zγ events and tt̄γ events.

0.0 0.2 0.4 0.6 0.8 1.0
FPR

0.0

0.2

0.4

0.6

0.8

1.0

TP
R

tt  vs Rest

Class 0 AUC(test) = 0.906
Class 0 AUC(test) = 0.905
Class 0 AUC(test) = 0.900
Class 0 AUC(test) = 0.904
Class 0 AUC(test) = 0.907

Class 0 AUC(train) = 0.910
Class 0 AUC(train) = 0.909
Class 0 AUC(train) = 0.910
Class 0 AUC(train) = 0.907
Class 0 AUC(train) = 0.909

−1.00 −0.75 −0.50 −0.25 0.00 0.25 0.50 0.75 1.00
Pearson Co  elation Coefficient

b-tag sco e1

b-tag sco e2

Numbe  of b-jets

Emiss
T  [GeV]

Numbe  of jets

Jet pT, 1 [GeV]

m(γ, b85) [GeV]

ΔR(γ, b85)

m(l, b85)[GeV]

ΔR(l, b85)

Figure 6.23.: ROC curves for all five folds of the sub-classifier separating tt̄γ events
from Wγ and Zγ events (left) and the highest ranking PCC (right)
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need of a dedicated sub-classifier. The output distributions of the trained sub-classifier
are shown in Figure 6.24. Additionally, the separation plot depicting the separation of
tt̄γ events from tt̄ h-fakes events is also shown in Figure 6.24. Similar to the tt̄ h-fake
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Figure 6.24.: Output distributions of the sub-classifier, responsible for separating tt̄ h-
fake from tt̄γ events (left). Furthermore, the corresponding separation
power is shown (right). This sub-classifier provides a separation power of
10.7 % between tt̄ h-fake events and tt̄γ events.

sub-classifier presented in Section 6.2.1, the sub-classifier shows a disagreement between
data and MC, with a possible explanation provided in the previous section. Since the
signal and background definition is reversed compared to the tt̄ h-fake sub-classifier, the
discrepancy is observed for low output values of the tt̄γ-versus-tt̄ h-fakes sub-classifier.
Similar to the tt̄ h-fakes sub-classifier, the tt̄γ-versus-tt̄ h-fakes sub-classifier is used nev-
ertheless in a multi-class approach.
The sub-classifier provides a separation power of 15.7 % for the separation of tt̄ h-fake and
tt̄γ events. The ROC curves for all folds of the tt̄ h-fake sub-classifier and the distributions
of the PCC are shown in Figure 6.25.
The ROC curves show a maximum difference of 0.8 % suggesting that an improper mod-
elling of the tt̄ h-fakes is the cause of the slope observed in the distribution in Figure 6.24
and not the training process itself. Although the photon conversion type helps with sep-
arating tt̄ h-fakes from tt̄γ events, the magnitudes of the PCC in Figure 6.25 show that
most of the chosen input variables have a small impact on the output of the sub-classifier.
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Figure 6.25.: ROC curves for all five folds of the sub-classifier separating tt̄γ events
from tt̄ h-fake events (left) and the 10 highest ranking PCC.

To improve this specific type of sub-classifier as well as the similar tt̄ h-fake sub-classifier,
new discriminating variables need to be introduced that focus on the nature of the photon
to distinguish these two processes.

tt̄γ-versus-tt̄ e-fakes

The tt̄γ-versus-tt̄ e-fakes sub-classifier focuses on separating tt̄γ events from tt̄ e-fake
events. The separation of these two types of events is predominantly based on the photon
conversion type of the photon since this variable provides the highest separation power
for these two types of events. The second highest ranking variable is the transverse mass
of the W± boson. The separation plots for these two variables are shown in Figure C.10
in the appendix. The separation power is 21.41 % and 4.64 %, respectively. These events
originate from dileptonic tt̄ decays and represent the dominant contribution to all elec-
tronic fake events. The output distribution of the tt̄γ-versus-tt̄ e-fake sub-classifier as well
as the corresponding separation plot are shown in Figure 6.26. The separation power of
the sub-classifier is 37.4 %. From Figure 6.26 it can also be seen that the sub-classifier
performs well for separating all other backgrounds from tt̄ e-fake events except for e-fake
events. The peak of e-fake events at low output values can be attributed to the similarity
of the photon conversion type for these two types of events. However, this behaviour is
expected since e-fake events where neglected during the training of this sub-classifier.
Furthermore, Figure 6.27 shows the ROC curves for all folds of the e-fake sub-classifier
for events coming from tt̄ decays and the distributions of the PCC again for the variables
showing the highest correlation to the output of the sub-classifier. The list of PCC also
confirms the importance of the variables mentioned above. It can also be seen that vari-
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Figure 6.26.: Output distributions of the sub-classifier, responsible for separating tt̄ e-
fake from tt̄γ events (left). Furthermore, the corresponding separation
power is shown (right). This sub-classifier provides a separation power of
37.4 % between tt̄ e-fakes and tt̄γ events.
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50



6. Development of multi-class classifiers for the tt̄γ cross section analysis

ables incorporating distances between the photon and the neighbouring jets as well as the
invariant mass between the photon and the lepton m(l, γ) have a significant impact on
the output of the sub-classifier.
The ROC curves are smooth and the maximum difference between the AUC score for the
testing and training data is 1.0 % with most other differences being in the order of half a
percent. The sub-classifier is therefore assumed to perform well on unseen data and kept
as an input of the one-vs-one multi-class classifier.

tt̄γ-versus-e-fakes

The tt̄γ-versus-e-fakes sub-classifier is similar to the e-fakes sub-classifier presented above,
however only tt̄γ and e-fake events are taken into account during training for the tt̄γ-
versus-e-fake sub-classifier. Its purpose is to separate tt̄γ events from e-fake background
events. To separate e-fake events from tt̄γ events, the photon conversion type as well is
used again. Its high separation power provides the basis of separating these two types of
events. Furthermore, similar to the e-fake sub-classifier, b-tagging variables such as the
number of b-tagged jets as well as the first and second leading b-tagging scores provide
high separation power. In addition, the presence of additional neutrinos in the event due
to the main source for e-fakes being the dileptonic Z0 decay, lead to a good separation
via the missing transverse momentum, Emiss

T .
The output distribution as well as the separation plot for the tt̄γ-versus-e-fake sub-
classifier is shown in Figure 6.28. e-fakes are well separated from tt̄γ, Wtγ and tt̄ h-fake
events, because both b-tagging scores and photon conversion type information is signif-
icantly different for e-fakes and the listed types of events. These differences within the
discriminating variables are the origin of the high separation power. Events such as tt̄
e-fake and Wγ are less well separated because the differences in photon conversion type
(tt̄ e-fake) or b-tagging scores (Wγ) are smaller. The shallow slope of non-e-fake events
at low output values is dominated by Zγ events that are incorrectly labelled as e-fake
events. This miss-labelling is due to the similarities in the discriminating variables listed
above.
The ROC curves of all folds and the PCC of the 10 variables that show the highest

correlation are shown in Figure 6.29. While most of the difference between the two ROC
curves are in the range of 0.3 %, two of the ROC curves show differences between the
two sets of 1.0 and 1.4 %. These observed differences originate from difference of the
training and testing ROC curves at small FPR values. The differences were previously
presented in the discussion of the e-fake-versus-all sub-classifier above. In total the sub-
classifier performs well and is used as an input for the one-vs-one approach. Similar to
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Figure 6.28.: Output distributions of the sub-classifier, responsible for separating tt̄ e-
fake from tt̄γ events (left). Furthermore, the corresponding separation
power is shown (right). This sub-classifier provides a separation power of
50.8 % between e-fakes and tt̄γ events.

the e-fake-versus-all sub-classifier, its impact on the multi-class output is small because
the contribution of e-fake events in the tt̄γ signal region is small.
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6.2.3. Comparing different approaches

In this section, the results of the one-vs-one and the one-vs-all approach and their po-
tential impact on the tt̄γ cross section measurement as well as their potential for use
in a future Atlas measurement of the tt̄γ process. Different metrics are introduced to
compare the various aspects of the two approaches.
To directly compare the performance of the two approaches their AUC score and the
corresponding ROC curves can be compared. Since the AUC score provides a aggregate
measure of the performance of a classifier across all possible classification thresholds, it
is well suited for comparing the two approaches. For both approaches ROC curves are
calculated by the set of combinations C, defined as C =[tt̄γ-versus-rest, Fake-versus-rest,
Other Prompt-versus-rest], yielding five ROC curves respectively. The ROC curves for
the one-vs-one and one-vs-all approach are shown in Figure 6.30.
By comparing each class with the remaining two other classes, the problem is effec-
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Figure 6.30.: ROC curves for all five folds of the multi-class classifier using the one-
vs-one approach (left) and the multi-class classifier using the one-vs-all
approach (right).

tively reduced to a binary classification problem, enabling a less difficult and piecewise
binary comparison of both multi-class approaches. To negate the effect of statistical
fluctuations, the mean AUC scores are compared. The mean AUC score for the Other
Prompt-versus-rest ROC curve using the one-vs-all approach, AUCova

Other Prompt, ranks high-
est with a mean AUC score of AUCova

Other Prompt = 0.8258 followed by the corresponding
AUC score using the one-vs-one approach, AUCovo

Other Prompt, with a mean AUC score of
AUCovo

Other Prompt = 0.8230. Therefore, the one-vs-all approach performs better than the
one-vs-one approach for separating Wγ, Zγ and Promptγ events from the rest.
The second highest pair of AUC scores are the AUC scores for the ROC curves describ-
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ing the Fake versus rest separation performance, AUCovo
Fake and AUCova

Fake. The one-vs-one
approach achieves AUCovo

Fake = 0.7826 and subsequently performs slightly better than the
one-vs-all approach with AUCova

Fake = 0.7824.
The remaining pair of AUC scores describes the tt̄γ versus rest separation performances
for the two approaches, AUCovo

tt̄γ and AUCova
tt̄γ . In this scenario, the one-vs-one approach

yields a mean AUC score of AUCovo
tt̄γ = 0.7772 and therefore performs slightly better than

the one-vs-all approach yielding a mean AUC score of AUCova
tt̄γ = 0.7764. The results

are summarised in detail in Table 6.2. In addition, the configuration with the higher
AUC score is highlighted. The one-vs-one approach performs better than the one-vs-all
approach in two out of three compared AUC scores.
Although AUC scores provide a scale-invariant and classification-threshold-invariant

Category one-vs-one approach one-vs-all approach
AUCOther Prompt 0.8230 0.8258

AUCFake 0.7826 0.7824
AUCtt̄γ 0.7772 0.7764

Outperforms in 2 categories 1 category

Table 6.2.: Table summarising the AUC scores of the one-vs-one and one-vs-all ap-
proach. In addition, the configuration with the higher AUC score is high-
lighted. The one-vs-one approach performs better than the one-vs-all ap-
proach in two out of three compared AUC scores.

measure of comparing different classifiers, their interpretation can be difficult due to the
lack of additional information providing insight on the origins of the separation perfor-
mance. To provide a more detailed but less quantitative measure, confusion matrices are
calculated for both approaches depicting true positive rates and true negative rates as
well as false positive rates and false negative rates. In Figure 6.31 the confusion matrices
for the one-vs-one (left) and one-vs-all (right) approach are shown.
To calculate the confusion matrices, the highest value of the output vector of the clas-

sifier is taken as the predicted label of the classifier. This label is then compared to the
true label of the event. Each row is normalized to unity.
The mean of the 5-fold cross validation and the corresponding standard deviation are
also displayed. The standard deviation should not be interpreted as an uncertainty on
the mean but rather as a measure of the spread of the five folds, thereby reflecting the
dependency of the prediction on the training set.
The one-vs-one multi-class classifier yields has a precision of 64.6 ± 0.7 % of correctly
predicting tt̄γ events. The precision for predicting the correct label is 55.1 ± 1.2 % for
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Figure 6.31.: Confusion matrices of the multi-class classifier using the one-vs-one ap-
proach (left) and the multi-class classifier using the one-vs-all approach
(right).

fake photon background events and 65.7 ± 1.6 % for Promptγ background events. In
27.5 ± 0.9 % of all cases, fake events are predicted to be signal events. This confusion
originates predominantly from tt̄ h-fake as well as tt̄ e-fake events that have low Fake
output values. The second highest off-diagonal element represents the confusion between
Promptγ events with tt̄γ signal events. This term mostly originates from Wtγ events
within the Promptγ that have high tt̄γ output values. The challenge of correctly pre-
dicting these events as Promptγ background events can be traced back to their similarity
with the tt̄γ signal events with which the process interferes at higher order.
Another off-diagonal term that can be explained by the similarity in topologies, is the
term describing the wrong prediction of fake events as Promptγ events with a value of
17.4±0.4 %. This term originates from e-fake events that are classified as Promptγ events
due to the similarity of the b-tagging information of these events and Zγ events as previ-
ously described in Section 6.2.1.
The confusion matrix of the one-vs-all classifier yields similar results. The precision for
predicting tt̄γ events correctly is 63.1 ± 0.3 % which is 1.3 % lower than the precision
achieved by the one-vs-one classifier. Furthermore, the precision for predicting fake and
Promptγ events correctly is 56.0± 1.0 % and 65.8± 0.7 % respectively. Similar to the re-
sults of the one-vs-one approach, the same confusion terms are present for the one-vs-all
multi-class classifier.
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Separation of background and signal

As presented in Section 6.1, the separation of signal and background is one major moti-
vation for the development of the classifiers in this analysis. The separation power of the
two classifiers is investigated by comparing the output distribution of all nodes of the two
classifiers and calculating the separation power. The output distributions of the nodes
in the output layer are shown in Figure 6.32 for the one-vs-all and in Figure 6.33 for the
one-vs-one approach including systematic and statistical uncertainties. The binning of
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Figure 6.32.: One dimensional distributions for each output node of the multi class
classifier using the one-vs-all approach. The distributions of the tt̄γ, Fake
and Promptγ output nodes are shown.
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Figure 6.33.: One dimensional distributions for each output node of the multi class
classifier using the one-vs-one approach. The distributions of the tt̄γ,
Fake and Promptγ output nodes are shown.

the histograms shown above is optimised to yield ten bins, five of which have a signal to
background ratio greater than one and five of which have a signal to background ratio
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smaller than one. The set of binning parameters is arbitrarily chosen. It is motivated
by producing a relatively smooth NN-output distribution that can be used to define cuts
for regions with enriched contributions of tt̄γ, fake and Promptγ events. While the high
NN-output region as defined by the rightmost bin in the one-vs-one approach defines a
purer tt̄γ enriched region than the rightmost bin in the one-vs-all approach, the signal
contamination within the high NN-output for Fake and Other Prompt is higher in the
one-vs-one approach than in the one-vs-all approach.
The signal to background ratio of the tt̄γ output of the classifiers in the rightmost bin is
6.81 (6.75) for the one-vs-one approach (one-vs-all approach). The signal contamination
in the rightmost bin is 0.56 (0.47) and 0.27 (0.26) for the Fake output and Other Prompt
for the one-vs-one approach (one-vs-all approach) respectively.
To further investigate and quantify the performance of both approaches, the separation
power is calculated.
In Figure 6.34 the separation for each class compared to the other two classes is shown for
the one-vs-all approach. The separation for the one-vs-one approach is separately shown
in Figure 6.35. The separation power for tt̄γ, Fake and Promptγ events is 21.2 %, 24.1 %,
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Figure 6.34.: Separation power for each output node of the multi class classifier us-
ing the one-vs-all approach. The separation power of the tt̄γ, Fake and
Promptγ output nodes are shown.

and 47.6 % in the one-vs-all approach and 21.4 %, 24.4 % and 47.0 % in the one-vs-one
approach. Therefore, the one-vs-all is better at separating Promptγ events from all other
events and the one-vs-one approach is better at separating tt̄γ as well as fake events from
all other events.
No significant shape differences between the distributions shown in Figures 6.34 and 6.35
are observed when comparing the output distributions of the three one-vs-all output nodes
with the three one-vs-one output nodes.
Both classifiers show discrepancies between MC and data that are not fully covered by the
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Figure 6.35.: Separation power for each output node of the multi class classifier using
the one-vs-one approach. The separation power of the tt̄γ, Fake and
Promptγ output nodes are shown.

applied systematic uncertainties6. Based on the smoothness of the ROC curves in Fig-
ure 6.30, the assumption can be made that these discrepancies originate from improper
background modelling. This assumption needs to be tested in more detail in dedicated
studies.
Based on the output of the multi-class classifiers, two-dimensional separation plots can
be defined utilizing the constraint imposed by the softmax activation function:

S(yi) =
n∑
j

exp(yi)
exp(yj)

. (6.6)

In this case, yi describes the output value of the neural network for node i describing.
S(yi) is equivalent to the probability of the event being a member of class i.
For this purpose, two-dimensional histograms are filled by using the output value of the
Promptγ node of each event as the x-value and the output value of the Fake node of each
event as the y-value. The two-dimensional separation plots for both approaches are shown
in Figures 6.36 and 6.37 highlighting the distribution of tt̄γ, Zγ, Wγ and tt̄ e-fake events.
It can be seen that both classifiers perform well for the main prompt backgrounds, Wγ

and Zγ, which have their maximum peak at high Other Prompt and low Fake output
values, thereby highlighting the discriminating power of both multi-class classifiers for
these types of events.
Furthermore, the distribution of tt̄ e-fake events peaks sharply at high Fake and low Other
Prompt output values with small contributions in the region of the main peak of the tt̄γ
events at low Fake and low Other Prompt output values. The leakage of tt̄ e-fake events

6Since a proper estimation of systematic uncertainties was beyond the scope of this analysis, no final
conclusion on these discrepancies can be drawn at this point.
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Figure 6.36.: Two-dimensional separation plots of the multi-class classifier using the
one-vs-all approach (bottom row) and the one-vs-one approach (top row).

into this enriched tt̄γ defined by the low output region in these plots is higher for tt̄ e-fakes
than for Wγ and Zγ events, leading to residual fake contributions within the enriched
tt̄γ region.
The contribution of these events within the respective other regions is greatly reduced in
all cases. In addition, the distributions for tt̄ h-fake, e-fake, h-fake and Promptγ events
are shown in Figures 6.38 and C.11 in the appendix.
While the presence of tt̄ h-fakes is significantly reduced within the high Other Prompt

output region, a major leakage of tt̄ h-fakes into the enriched tt̄γ region at low output
values can be seen, originating from the lack of separation power due to non-optimal
separation variables as presented in Section 6.2.1 and Section 6.2.2. The contribution of
tt̄ h-fakes to the enriched signal region can therefore only be reduced and not eliminated.
The distribution of e-fake events shows a smear between the Fake region in the upper
left corner and the Other Prompt region in the lower right corner, parallel to the bor-
der region imposed by the softmax-constraint. This depicts cases were e-fake events are
misidentified as Other Prompt events. While their leakage into the Other Prompt region
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Figure 6.37.: Two-dimensional separation plots of the multi-class classifier using the
one-vs-all approach (bottom row) and the one-vs-one approach (top row).

has to be taken into account, the leakage into the tt̄γ is negligible.
Hadronic fake events peak at high Other Prompt output values and are therefore wrongly
classified in almost all cases. This confusion between h-fakes and Promptγ events origi-
nates from the fact that no dedicated sub-classifier for h-fakes was developed and their
impact on the training of the other sub-classifier is minimal. In addition, most h-fake
events can be associated to final states with W± or Z0 bosons, leading to similar event
topologies.
To remove this confusion, the impact of h-fakes on the training has to be increased. New
ways of weighting the different samples have to be developed to handle this confusion
while at the same time not introducing a bias towards h-fake events, which only have a
minor overall impact due to the comparably small yields.
Promptγ events comprised of tt̄V and diboson events peak at low Fake and at low Other
Prompt values. This leads to an overlap of these events with the tt̄γ events within the
enriched signal region. The reason for this overlap is lack of a dedicated classifier for these
events. Since these events make up a negligible amount of all background events, their
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Figure 6.38.: Two-dimensional separation plots of the multi-class classifier using the
one-vs-all approach (bottom row) and the one-vs-one approach (top row).

impact can be neglected. No significant improvement of the classifiers is expected when
improving the separation for these events. If one would include these events directly in
the training by training a dedicated sub-classifier, one would need to make sure that the
imbalance between these events and the remaining other events is properly handled. An
improper scaling of training weights for such a potential sub-classifier could potentially
have a negative impact on the corresponding stacked classifier. As for this sub-classifier
and for a potential sub-classifier for h-fakes, the development of new separation methods
should always be performed with this potential negative impact in mind.

6.3. Estimating training uncertainties

Systematic uncertainties introduced by the classifier itself are difficult to estimate. Never-
theless, an attempt is made in this thesis to estimate the bin-by-bin deviations introduced
by the two different multi-class classifiers. The estimation of uncertainties is based on
the assumption that the classifiers are not overfitting but several possible and similar
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separation boundaries exist within the hyperspace defined by the input variables. During
the training the classifiers are expected to approach the minimum of the loss function,
however the exact value of the loss function after training the classifier differs after each
training iteration due to the random initialisation of network weights and biases. A dif-
ferent loss value is equivalent to a different decision boundary within the hyperspace.
Nevertheless, it is expected that the distance between these decision boundaries within
the hyperspace calculated using a suitable norm is small7. Based on this chain of thought,
the dependency of the training set and the initialisation on the results calculated using
the testing set is studied. For this purpose, the one-vs-one classifier and the one-vs-all
classifier are trained 100 times each. During each training, the training and validation set
is randomly drawn for each test fold. The variance of the predictions is then determined
by evaluating the classifier using the same testing set for each of the 100 trained models
and each fold separately.
The measured standard deviation is then treated as a bin-by-bin uncertainty on the pre-
dictions for the classifier due to the training process itself.
The relative uncertainties σ/µ, where σ and µ are the measured standard deviation and
mean number of events per bin of the 100 trained models, are shown for the tt̄γ output
node in Figure 6.39 for both approaches.
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Figure 6.39.: Measured relative bin-by-bin uncertainties for the tt̄γ output class using
the one-vs-one approach (left) and the one-vs-all approach (right).

Additional distributions are shown in Figures C.12 and C.13 in the appendix for the
Fake and Other Prompt output nodes. The relative uncertainty is highest for h-fakes and
e-fakes for most bins and lowest for tt̄γ signal events for most bins.
The interpretation of this uncertainty is non-trivial since the migration of events from one
bin to another is not taken into account. Therefore, the events within each bin can differ

7High discrepancies between several trainings or a significant number of outliers would indicate that no
global minimum of the loss function was reached during training.
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from events in the same bin when using another training result. As a result, the relative
uncertainties presented in Figure 6.39 should be interpreted as an additional measure of
overfitting and as a tool to determine whether a global minimum was reached during the
training. For the classifiers presented in this thesis the presented uncertainties support
the hypothesis that a global minimum of the loss function was indeed reached.
In this thesis, a 5-fold cross validation was used. Therefore, the MC prediction for all
output variables consist of stacked prediction of all five folds, where each fold represents
the MC prediction equivalent to a fifth of the entire dataset. The evaluation of the proton-
proton collision data is performed using the mean of all five folds since the data was not
used in any training. In a case where the difference in the mean response value of these
five folds is larger than the bin width used in the binned output histogram, systematic
differences between the MC prediction and the evaluated data could arise. This was not
directly studied within the scope of this thesis, but the effect is assumed to be small since
none of the presented ROC curves suggests the presence of such significant differences.
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Studying the tt̄γ process provides an opportunity to study the charge of the top quark
and the structure of the electromagnetic coupling of the photon to the top quark. Using
the measured properties of the particles detected by the Atlas detector does not provide
sufficient discriminating power to separate different background topologies from the tt̄γ
process.
Different multivariate analysis techniques can be used to improve the discrimination be-
tween signal and different types of background. One possible analysis strategy uses deep
multi-class neural networks, as used in this analysis [72].
Dedicated stacked ensembles following a multi-class one-vs-one and one-vs-all approach
are investigated leading to two different multi-class classifiers. Their performance in the
scope of a tt̄γ cross section measurement is presented.
To optimise the multi-class classifiers, a dedicated set of input variables is chosen based
on their separation power for each unique background topology as well as the topology of
the tt̄γ signal. Further optimisation is based on optimising a set of sub-classifiers using a
genetic optimisation algorithm which is executed using the open-source high-throughput
computing software framework HTCondor in a diamond shaped directed acyclic graph.
The training of these networks is performed using Monte-Carlo truth information, which
also incorporates the labels of the processes in question. Negative event weights are set
to zero for the training. While the binary cross entropy is used as a loss function for all
sub-classifiers, the categorical cross entropy is used for the multi-class classifiers.
All sub-classifiers are evaluated and discussed separately to provide a detailed description
of their performance and impact on the corresponding one-vs-one or one-vs-all approach.
For this purpose, the area under the receiver operating characteristics curve is used as
a performance measure and overfitting test. Separation plots and binned distributions
of the output value of these classifiers are computed. Pearson correlation coefficients are
presented to evaluate the impact of input variables on the different classifiers.
Based on these sets of sub-classifiers, the two multi-class classifiers utilizing the presented
one-vs-one and one-vs-all approach are trained. These multi-class classifiers separate
events into three distinct classes, namely tt̄γ, Fake and Other Prompt in a three dimen-
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sional output vector with unit length.
Through the unity constraint imposed by the used softmax activation function in the
last layer of the two multi-class classifiers, two-dimensional probability distributions are
defined. Based on these two-dimensional distributions, new control and signal regions are
defined, yielding one enriched signal region, a region with an enriched fake contribution
and a region with an enriched contribution of prompt photon background events.
The definition of the cuts resulting in these regions are not yet optimised but similar for
both multi-class approaches. By using these newly defined regions, constraints can be
imposed on the prompt and fake photon background processes. Furthermore, a refined
signal cut can be deployed to significantly increase the tt̄γ purity. Out of the two pre-
sented classifiers the one-vs-one performs slightly better than the one-vs-all classifier. It
should be considered for a future measurement of the tt̄γ cross section in Atlas.

Outlook

Machine learning algorithms such as deep neural networks heavily depend on the quality
of input data that is fed into the network. Furthermore, the choice of labels influences the
separation power and performance of the studied classifier. In this thesis, h-fake, e-fake
as well as tt̄V and diboson events are grouped together into single sub-classes. However,
these classes are comprised of different topologies and only have the nature of the photon
in common. Since most of the discriminating variables used in this thesis focus on the
underlying event kinematics, these mixtures of events within one sub-class is not optimal
and leads to a decreased performance of the tested multi-class classifiers. For future stud-
ies, the choice of labels as well as the effect on the training should be revisited.
To take the imbalance between different classes into account, the minority classes are
scaled up to adequately treat them during training. However, this rescaling of training
weights was performed on a class-by-class basis where each class contained several sub-
classes such as Wγ or Zγ in case of the WZγ sub-classifier. With sufficient statistics
within all underlying sub-classes, the rescaling should be based on these sub-classes and
not the classes themselves which can be arbitrary. The impact of this type of scaling was
not investigated during this thesis and should be considered in future iterations.
In addition, the search for new physics motivated variables to separate the different classes
should continue. An emphasis should be put on finding more variables with high separa-
tion power to separate fake photons from prompt photons. This was previously achieved
by introducing a prompt-photon-tagger [91]. This method unfortunately also introduced
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7. Summary, conclusion and outlook

significant new systematic uncertainties, which reduced the impact of the prompt-photon-
tagger.
This problem can only be solved by studying the underlying photon shower-shape vari-
ables in detail and solving the observed discrepancies between simulation and data [66, 87].
From a ML standpoint, this analysis introduced a complex and dedicated multi-class clas-
sifier into the tt̄γ cross section analysis. However, an increase in separation performance
is expected if the approach is changed by using a generative adversarial neural network
(GAN) [92, 93] or a convolutional neural network (CNN) taking an abstract parameter
space of detector information as its input. Combining the concept of two networks con-
testing with each other in a zero-sum game, a GAN approach, with the idea of a CNN
using detector information to form an abstract image of the topology, might yield signif-
icant performance improvements. Therefore, a study of a GAN using a CNN should be
investigated.
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A. Mathematical functions

Binary cross entropy

The binary cross entropy loss function Loss(y, y0) for m = 2 classes in a classification
problem is defined as:

Loss(y, y0) = −(y0 log(y) + (1− y0) log(1− y). (A.1)

Categorical cross entropy

The categorical cross entropy loss function Loss(~y, ~y0) for m = 3 classes in a classification
problem is defined as:

Loss(~y, ~y0) = −
3∑
c=1

y0,c log(yc). (A.2)

A.1. ELU activation function

The “Exponential Linear Unit” (ELU), ELU(x), is a function given by:

ELU(x, α = 1.0) =

x if x > 0

α(exp(z)− 1) if x ≤ 0
(A.3)

A.2. ReLU activation function

The “ Rectified Linear Unit” (ReLU), ReLU(x), is a function given by:

ReLU(x) =

x if x > 0

0 if x ≤ 0
(A.4)
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A. Mathematical functions

A.3. Tanh activation function

The tanh(x) function is given by:

tanh(x) = exp(x)− exp(−x)
exp(x) + exp(−x) . (A.5)
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B. Additional tables

The results of the GOA are presented in Table B.1 and Appendix B.

Test AUC Test AUC Std Train AUC Train AUC Std Difference
tt̄γ Best AUC 0.7791 0.0017 0.7816 0.0020 0.0025
tt̄γ Chosen 0.7722 0.0011 0.7728 0.0010 0.0006
WZγ Best AUC 0.8800 0.0016 0.8836 0.0003 0.0036
WZγ Chosen 0.8750 0.0009 0.8757 0.0004 0.0007
tt̄ h-fake Best AUC 0.7207 0.0031 0.7295 0.0028 0.0088
tt̄ h-fake Chosen 0.6833 0.0009 0.6839 0.0031 0.0006
tt̄ e-fake Best AUC 0.8349 0.0025 0.8382 0.0024 0.0034
tt̄ e-fake Chosen 0.7900 0.0009 0.7903 0.0020 0.0003
e-fake Best AUC 0.8462 0.0021 0.8533 0.0035 0.0071
e-fake Chosen 0.8182 0.0093 0.8190 0.0120 0.0007
Wtγ Best AUC 0.6797 0.0040 0.6926 0.0027 0.0129
Wtγ Chosen 0.6443 0.0079 0.6446 0.0028 0.0004

Table B.1.: Table summarising the performance results of the GOA for the SCLs of the
one-vs-all approach.
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B. Additional tables

Layers Nodes Activation Dropout
tt̄γ Best AUC 3 100, 100, 100 ReLU,ReLU,tanh 2
tt̄γ Chosen 4 100, 30, 200, 50 tanh,ReLU,ReLU,sigmoid 0, 2, 3
WZγ Best AUC 2 200, 50 ReLU,ReLU 1
WZγ Chosen 2 30, 30 tanh,tanh 2
tt̄ h-fake Best AUC 4 200, 50, 100, 50 tanh,tanh,ReLU,ELU 2
tt̄ h-fake Chosen 2 100, 100 sigmoid,ELU 1
tt̄ e-fake Best AUC 4 200, 200, 50, 50 ELU,tanh,ReLU,ReLU 0
tt̄ e-fake Chosen 2 30, 50 tanh,tanh 2, 4
e-fake Best AUC 4 50, 30, 100, 30 tanh,ReLU,ELU,ELU 1, 2
e-fake Chosen 3 30, 30, 30 ELU,ELU,sigmoid 0, 2
Wtγ Best AUC 3 100, 50, 30 tanh,ReLU,tanh 0, 1, 2
Wtγ Chosen 2 100, 50 ELU,sigmoid 1

Table B.2.: Table summarising the architecture results of the GOA for the SCLs of the
one-vs-all approach.

Test AUC Test AUC Std Train AUC Train AUC Std Difference
WZγ Best AUC 0.9075 0.0039 0.9121 0.0008 0.0046
WZγ Chosen 0.9054 0.0048 0.9093 0.0009 0.0039
tt̄ h-fake Best AUC 0.7332 0.0020 0.7430 0.0011 0.0098
tt̄ h-fake Chosen 0.7218 0.0052 0.7245 0.0034 0.0027
tt̄ e-fake Best AUC 0.8538 0.0032 0.8605 0.0015 0.0068
tt̄ e-fake Chosen 0.8508 0.0039 0.8547 0.0009 0.0039
e-fake Best AUC 0.9238 0.0026 0.9340 0.0016 0.0102
e-fake Chosen 0.9099 0.0057 0.9153 0.0020 0.0054
Wtγ Best AUC 0.6960 0.0061 0.7078 0.0019 0.0118
Wtγ Chosen 0.6852 0.0086 0.6924 0.0093 0.0071

Table B.3.: Table summarising the performance results of the GOA for the SCLs of the
one-vs-one approach.
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B. Additional tables

Layers Nodes Activation Dropout
WZγ Best AUC 3 50, 50, 50 ELU,ELU,ELU 0, 2
WZγ Chosen 2 50, 50 ELU,ELU 0
tt̄ h-fake Best AUC 3 100, 50, 50 ELU,ELU,tanh 1
tt̄ h-fake Chosen 2 30, 50 ELU,ELU 0, 1
tt̄ e-fake Best AUC 2 100, 100 tanh,tanh 0
tt̄ e-fake Chosen 2 50, 30 tanh,tanh 0
e-fake Best AUC 3 100, 50, 30 tanh,ReLU,tanh 0, 1
e-fake Chosen 2 50, 30 ELU,tanh 1
Wtγ Best AUC 3 100, 100, 100 ELU,tanh,ELU 0, 1, 2
Wtγ Chosen 2 50, 30 ELU,tanh 0, 1

Table B.4.: Table summarising the architecture results of the GOA for the SCLs of the
one-vs-one approach.
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C. Additional figures
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Figure C.1.: Kinematic distributions of the used input variables.
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Figure C.2.: Kinematic distributions of the used input variables.
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Figure C.3.: Kinematic distributions of the used input variables.
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Figure C.4.: Kinematic distributions of the used input variables.
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Figure C.5.: Additional ranked separation power plots of the input variables based on
the study of the tt̄γ topology and the Zγ, tt̄ e-fake, tt̄ h-fake, Wtγ, e-fake
and Promptγ event topology
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Figure C.6.: Additional ranked separation power plots.

0 5 10 15 20
Separation power [%]

1st b-tag score

Emiss
T  [GeV]

2nd b-tag score

m(l, ) [GeV]

Number of b-jets

R(l, b85)

R( , b85)

m(l, b85) [GeV]

m( , b85) [GeV]

pT (W) [GeV]

R(l, )

mT(W) [GeV]

Leading b-jet pT [GeV]

Sub-leading jet pT [GeV]

b-jet pT, 2 [GeV]

17.48 %

15.26 %

12.16 %

11.49 %

10.43 %

9.73 %

8.73 %

8.69 %

8.12 %

7.66 %

4.14 %

3.90 %

2.63 %

2.14 %

2.00 %
e-fakes vs. tte-fakes

Jet related
Photon related
Mixed
b-tagging related
Others

0 5 10 15 20
Separation power [%]

1st b-tag score

Photon Conversion Type

2nd b-tag score

Number of b-jets

m(l, ) [GeV]

m( , b85) [GeV]

m(l, b85) [GeV]

Photon pT [GeV]

R(l, b85)

Emiss
T  [GeV]

Photon | |

R( , b85)

R( , jet)avg

R( , jet)min, 2

R(l, )

16.22 %

14.93 %

10.62 %

9.19 %

9.09 %

8.60 %

8.37 %

7.69 %

7.56 %

6.98 %

6.60 %

4.95 %

4.11 %

3.94 %

3.86 %
e-fakes vs. tth-fakes

Jet related
Photon related
Mixed
b-tagging related
Others

0 5 10 15 20 25
Separation power [%]

Photon Conversion Type

m(l, ) [GeV]

1st b-tag score

Photon | |

Emiss
T  [GeV]

pT (W) [GeV]

2nd b-tag score

m(l, b85) [GeV]

Number of b-jets

R( , jet)min, 1

R(l, b85)

Leading jet pT [GeV]

mT(W) [GeV]

Photon pT [GeV]

HT [GeV]

22.56 %

10.93 %

5.77 %

5.09 %

4.06 %

3.88 %

3.86 %

2.61 %

2.36 %

2.13 %

1.89 %

1.85 %

1.73 %

1.72 %

1.69 %
e-fakes vs. W

Jet related
Photon related
Mixed
b-tagging related
Others

0 5 10 15 20 25
Separation power [%]

Photon Conversion Type

m(l, ) [GeV]

Photon pT [GeV]

Emiss
T  [GeV]

Photon | |

R( , jet)min, 1

1st b-tag score

pT (W) [GeV]

2nd b-tag score

m( , b85) [GeV]

R( , jet)min, 2

mT(W) [GeV]

R( , jet)avg

Number of b-jets

R( , jet)min, 3

22.35 %

11.54 %

6.64 %

4.85 %

4.46 %

3.79 %

2.63 %

2.42 %

2.33 %

2.29 %

2.10 %

1.78 %

1.72 %

1.49 %

1.17 %
e-fakes vs. Z

Jet related
Photon related
Mixed
b-tagging related
Others

0 5 10 15 20 25 30
Separation power [%]

Photon Conversion Type

1st b-tag score

m(l, ) [GeV]

Photon | |

Emiss
T  [GeV]

pT (W) [GeV]

R( , jet)avg

2nd b-tag score

R( , jet)min, 2

R( , b85)

R( , jet)min, 1

Number of b-jets

R( , jet)min, 3

R(l, b85)

Sub-leading jet pT [GeV]

23.72 %

12.29 %

9.69 %

9.49 %

9.37 %

6.18 %

4.51 %

4.45 %

4.37 %

4.15 %

4.11 %

3.94 %

3.28 %

3.15 %

2.91 %
e-fakes vs. Wt

Jet related
Photon related
Mixed
b-tagging related
Others

0 5 10 15 20 25 30
Separation power [%]

Photon Conversion Type

Number of Jets

R( , jet)avg

HT [GeV]

Emiss
T  [GeV]

R( , jet)min, 4

m(l, ) [GeV]

R( , jet)min, 3

R( , jet)min, 2

1st b-tag score

Number of b-jets

2nd b-tag score

Sub-leading jet pT [GeV]

Photon | |

R( , jet)min, 1

23.25 %

12.81 %

11.70 %

10.53 %

9.46 %

9.43 %

9.29 %

9.23 %

8.46 %

8.25 %

8.16 %

7.98 %

7.93 %

7.72 %

5.86 %
e-fakes vs. Prompt

Jet related
Photon related
Mixed
b-tagging related
Others

Figure C.7.: Additional ranked separation power plots.

85



C. Additional figures

0 1 2 3 4 5

Photon Conversion Type

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

A
rb

it
ra

ry
 U

n
it
s

­1 = 13 TeV, 139.0 fbs
Single­Lepton
Separation: 24.92%

γtt
e­fakes

0 1 2 3 4 5

Photon Conversion Type

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

A
rb

it
ra

ry
 U

n
it
s

­1 = 13 TeV, 139.0 fbs
Single­Lepton
Separation: 3.55%

γtt
h­fakes

0 1 2 3 4 5

Photon Conversion Type

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

A
rb

it
ra

ry
 U

n
it
s

­1 = 13 TeV, 139.0 fbs
Single­Lepton
Separation: 21.41%

γtt
e­fakestt

0 1 2 3 4 5

Photon Conversion Type

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

A
rb

it
ra

ry
 U

n
it
s

­1 = 13 TeV, 139.0 fbs
Single­Lepton
Separation: 2.93%

γtt
h­fakestt

0 1 2 3 4 5

Photon Conversion Type

0

0.2

0.4

0.6

0.8

1

1.2

A
rb

it
ra

ry
 U

n
it
s

­1 = 13 TeV, 139.0 fbs
Single­Lepton
Separation: 13.64%

h­fakes
e­fakes

0 1 2 3 4 5

Photon Conversion Type

0

0.2

0.4

0.6

0.8

1

1.2

A
rb

it
ra

ry
 U

n
it
s

­1 = 13 TeV, 139.0 fbs
Single­Lepton
Separation: 12.20%

h­fakestt
e­fakestt

Figure C.8.: Kinematic distributions of the photon conversion type depicting the sep-
aration of tt̄γ events from h-fake, e-fake, tt̄ h-fake and tt̄ e-fake events.
Additionally, separation plots comparing tt̄ h-fakes and tt̄ e-fakes as well
as e-fakes and h-fakes are also shown for reference.
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Figure C.9.: Kinematic distributions of Emiss
T and m(l, γ), depicting the separation of

tt̄γ events from h-fake, e-fake, tt̄ h-fake and tt̄ e-fake events.

86



C. Additional figures

0 1 2 3 4 5

Photon Conversion Type

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

A
rb

it
ra

ry
 U

n
it
s

­1 = 13 TeV, 139.0 fbs
Single­Lepton
Separation: 21.41%

γtt
e­fakestt

0 20 40 60 80 100 120 140 160 180 200

 (W)
T

m

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

A
rb

it
ra

ry
 U

n
it
s

­1 = 13 TeV, 139.0 fbs
Single­Lepton
Separation: 4.64%

γtt
e­fakestt

Figure C.10.: Separation plots for the photon conversion type (left) and the transverse
mass of the W± boson, mT(W ), right. The separation power is 21.41 %
and 4.64 % respectively.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

NN Output (Other Prompt)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

N
N

 O
u

tp
u

t 
(F

a
k
e

s
)

0

0.5

1

1.5

2

2.5

3

3.5

4

E
v
e

n
ts

­1 = 13 TeV, 139 fbs

γSingle­Lepton, Prompt

One­vs­One Approach

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

NN Output (Other Prompt)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

N
N

 O
u

tp
u

t 
(F

a
k
e

s
)

0

1

2

3

4

5

6

7

E
v
e

n
ts

­1 = 13 TeV, 139 fbs

Single­Lepton, h­fakes

One­vs­One Approach

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

NN Output (Other Prompt)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

N
N

 O
u

tp
u

t 
(F

a
k
e

s
)

0

0.5

1

1.5

2

2.5

3

3.5

4

E
v
e

n
ts

­1 = 13 TeV, 139 fbs

γSingle­Lepton, Prompt

One­vs­All Approach

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

NN Output (Other Prompt)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

N
N

 O
u

tp
u

t 
(F

a
k
e

s
)

0

1

2

3

4

5

6

7

E
v
e

n
ts

­1 = 13 TeV, 139 fbs

Single­Lepton, h­fakes

One­vs­All Approach

Figure C.11.: Two-dimensional separation plots of the multi-class classifier using the
one-vs-all approach (bottom row) and the one-vs-one approach (top row).
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Figure C.12.: Measured relative bin-by-bin uncertainties for the Fakes (left) and
Promptγ (right) output classes using the one-vs-one approach. The rel-
ative uncertainties are calculated separately for all sub processes.
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Figure C.13.: Measured relative bin-by-bin uncertainties for the Fakes (left) and
Promptγ (right) output classes using the one-vs-all approach. The rela-
tive uncertainties are calculated separately for all sub processes.
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