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ABSTRACT
We have witnessed an alarming growth in collecting citizens’ infor-
mation by businesses and organizations. Themore citizens’ informa-
tion they collect, the greater their ability to utilize this knowledge
for their own interests, often at the expense of society members.
Despite the e�orts made by privacy ecosystem members (such as
researchers and regulatory entities) to protect citizens’ privacy
against data collectors, the low adoption of Privacy Enhancing Tech-
nologies (PETs) by citizens remains concerning. To address these
concerns, this vision paper proposes a user-centred approach to
develop a tool that assists citizens in adopting PETs e�ectively. To
this end, we plan to (1) understand the factors contributing to low
PETs adoption via methods such as focus groups and in-depth inter-
views, (2) design an interactive tool to support citizens in adopting
PETs in a user-friendly manner, and (3) evaluate the tool’s e�ec-
tiveness through usability testing. The outcome will serve as an
interactive tool which �rst receives the privacy concerns and needs
of each user and then provides personalised PET recommendations
accordingly.
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• Security and privacy ! Usability in security and privacy; •
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1 INTRODUCTION
Based on recent reports, out of the 8 billion world population,
5.18 billion people are now using the Internet [12, 43]. As Internet
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usage is growing, more citizens’ data is collected by businesses,
organisations, governments, and other entities. Furthermore, the
availability of data analysis tools and methodologies has ushered
in a new era for data collectors, enabling them to comprehensively
analyze such data with the aim of exerting in�uence over users’
decision-making processes. This exaggerates the power imbalance
between citizens and these data collectors.

To address this imbalance, members across the whole privacy
ecosystem (i.e., researchers, regulatory entities, privacy organi-
sations, and privacy advocates) have spent tremendous e�ort to
protect citizens’ privacy in varied forms such as regulations, stand-
alone technologies, and add-on tools. For example, General Data
Protection Regulation (GDPR) in 2018 was a step forward for cit-
izen privacy protection Europe-wide. With GDPR, citizens have
the power to give or withdraw their consent regarding data collec-
tion. The lack of viable alternatives; however, is alarming and the
case of citizens’ privacy protection is not resolved yet. With the
same aim, Privacy Enhancing Technologies (PETs) such as Virtual
Private Networks (VPNs) have been available for citizens for pri-
vacy protection. The rate of PETs adoption; however, stayed low.
The complexity of implementation and the wide array of available
tools pose challenges in the e�ective adoption of such tools by
citizens [29]. Also, when asking participants to list known PETs,
most non-experts indicate technologies with a di�erent primary
function than privacy protection [38], which is disquieting.

One solution to tackle this situation is to support citizens in the
process of learning and adopting PETs. To provide such support, we
need fundamental knowledge about the di�erent steps users take
and obstacles they encounter when aiming to adopt PETs. However,
we argue that such fundamental knowledge about citizens’ experi-
ence before being able to use or adopt a PET is missing. The vision
of our work, therefore, is to investigate the steps and hindering
factors in PETs adoption, with the aim of developing a supporting
tool. This tool aims to ease the process of learning about privacy
risks and mitigating strategies, and to help users in adopting PETs
of interest. Therefore, by adopting a user-centred approach, we
will engage in user research, design, implement, and evaluate a
supportive tool.

This paper is organized as follows: Sec. 2 explains the related
works about citizens’ privacy protection. Sec. 3 lays out the research
questions, expected contributions, and Methodologies. Sec. 4 and 5
respectively draw a preliminary analysis and a preliminary concept
of the potential supporting tool. Sec. 6 concludes this proposal.
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2 RELATEDWORK
2.1 Low Adoption Despite the Desire
In 2007, Conti and Sobiesk [9] showed that younger participants, in
comparison with middle-aged participants, identi�ed themselves
as more responsible for protecting their privacy which indicates a
growth in digital literacy. Despite this growth, later in 2015, Assal
et al. [2] indicated that there is still a noticeable distance between
the protecting strategies people choose and the risks they are con-
cerned about. They also showed that 83% of their participants were
concerned about their privacy while only 6% of them had installed
privacy-preserving applications on their mobile devices. Further
studies also show that despite the expressed concern of privacy by
citizens, only a small portion of them engage in protecting privacy
and using available PETs or other solutions [23, 24, 30, 36, 47]. Un-
derstating why users fail to adopt PETs despite their desire is a core
inspiration for this vision paper.

2.2 User Behaviour Theory
In order to better understand why citizens do not adopt available
solutions despite their desire for privacy, a vital component is to
understand user behaviour models, particularly in adopting pri-
vacy protections. An important theory for understanding human
behaviour is the Fogg Behvior Model (FBM), introduced in 2009 [16].
This argues that “behaviour is a product of three factors: motivation,
ability, and triggers [at the same time]”. However, the Security and
Privacy Acceptance Framework (SPAF) [11] from 2022 explains that
the general human behaviour model does not necessarily apply
in the context of privacy. This is �rstly because most of privacy
behaviours are preventive, meaning that they support citizens in
staying clear of undesirable future events. These future eventsmight
not have tangible applications for people at the moment where an
action is required, hence, reducing the chance of engaging in the
behaviour. Secondly, privacy behaviours have a secondary nature,
which was �rst mentioned by Dourish et al. [14] in 2004. This means
that privacy actions are not the main goals of the user. Lastly, the
mechanisms of privacy solutions are abstract for citizens, which
can diminish the likelihood of adoption. Therefore, SPAF proposes
motivation, ability and awareness as three non-independent factors
for privacy behaviour adoption [11], which need to be available
at the same time so a user initiates a behaviour in this context.
In SPAF, the awareness factor, which is the primary change in
comparison with FBM, focuses on whether people have a correct
understanding of both privacy risks and mitigation measures. This
means that the awareness of potential risks and how to tackle them
can play the role of trigger for citizens to take action in the context
of privacy [11].

2.3 Low Adoption Explanation
The prominent explanation among privacy researchers for the low
adoption of available privacy solutions by citizens is, in short, a
lack of usability [1, 2, 13]. This means that these tools have not
been designed with users in mind, are too complex to be under-
stood by non-expert users, and incur too much overhead for them.
Another explanation for the current low adoption is given by the
authors of SPAF [11], with their evaluation of 100 related works,

which showed that the majority of these works missed having the
three ingredients of producing a behaviour (ability, motivation,
and awareness) [16] simultaneously. Most of these 100 works only
focused on removing the barriers regarding ability, some works
focused on awareness and motivation, and no prior work focusing
on all mentioned factors together has been reported [11]. In addi-
tion, two recent studies on the usage of PETs showed that their
participants are often not aware of the existence of VPNs and Tor
Browser [45], andmore advanced PETs [10]. Even if the participants
in [45] know about these tools, they have misconceptions about the
o�ered protection, as already shown in [48]. These results indicate
that poor usability, low compatibility with users’ behaviour models,
and limited awareness of options and their capabilities are hinder-
ing factors. Investigating further involving factors and addressing
preventing factors is, hence, the motivation for this vision paper.

2.4 Practices and Factors
A practice to assist users in better protecting their privacy is pro-
posed by Liu et al. [26], who proposed a personalised Privacy As-
sistant (PPA). PPA assists users with the privacy settings of their
mobile device based on the user’s pro�le. An evaluation of PPA
showed an e�ective impact on users, which indicated that users
bene�t from provided support and personalised recommendations.
This work only focused on a restricted area of privacy settings, sim-
ilarly to [41]. Additionally, Privacy Bird [39] practised to establish a
standard for machine-readable privacy policies to be comprehended
automatically with the aim of protecting privacy. However, it could
not live up as most of the websites did not adopt machine-readable
policies. The two mentioned privacy assistants and also numerous
others are focusing on a speci�c area (e.g., privacy settings) or a
speci�c behaviour (e.g., posting on social media). In this work, we
aim not to provide users with another tool of the same kind, but
with a tool that can provide a personalised overview of already
available tools to ease the process of adoption.

Some other works focused on investigating factors involved in
the adoption of privacy solutions by users [1, 5, 6, 13, 42]. For ex-
ample, understanding the privacy technology is a factor which
correlated with the perceived usefulness of the technology. More-
over, the perceived ease of use is a factor which correlated with
the intention to use the technology [5]. This means that explaining
the technology and clarifying how to use it have positive e�ects on
adoption. Another investigation revealed fundamental factors in the
non-adoption of privacy solutions, such as incomplete threat mod-
els, misaligned incentives, and a general absence of understanding
of the technology [42]. There are additional factors involved in citi-
zens’ intention of use, adoption or acceptance of privacy solutions,
such as citizens’ personality traits, privacy concerns, and knowl-
edge [4–8, 18–20, 25, 28, 31]. These works suggested that there are
additional factors behind the non-adoption of PETs, which need to
be investigated.

Despite the mentioned practises and detected factors, there is,
to the best of our knowledge, no tool that can take each individual
into account, based on the mentioned factors, and that accordingly
proposes personalised PETs recommendations to the user. Produc-
ing such a tool is, hence, the ultimate goal of our work: a tool
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that supports users to step behind uncertainty, and take action in
protecting privacy in a usable manner with low cognitive load.

3 RESEARCH QUESTIONS, CONTRIBUTION,
AND METHODOLOGIES

The target of our work is to provide citizens with a tool which can
support them, even when they have little knowledge of privacy,
to the stage where they can con�dently take action and adopt
a solution. To achieve this, we outlined our research questions,
expected contributions, and potential methodologies in Fig. 1.

The starting phase will be understating what users are experi-
encing when aiming to choose PETs, hence, RQ 1.1 and RQ 1.2
are formulated. RQ 1.1: What behaviour models do users have when
informing themselves to select a tool, speci�cally a PET for protect-
ing privacy? What are the obstacles and concerns they encounter in
this process? This considers multiple aspects, including behaviour
models of adopting privacy tools, concerns about personal privacy,
concerns about privacy tools and adopting processes, and obstacles
experienced or predict to experience. We expect to �nd explana-
tions about what users currently experience, what mental model
they have, and why adoption is low. RQ 1.2:What are the online
information resources available to assist citizens in choosing desirable
PETs, What advantages and disadvantages do these resources have?
This uncovers what types of information are available and how
they are presented to users, what parts are serving well, and what
parts have been designed with poor usability. With a triangulation
strategy, four user-based methods and one expert-based method are
planned for this phase to ensure the quality of the gathered data,
develop a comprehensive understanding of the citizens’ current
user experience, and behaviour models. The planned user-based
methods (mainly to answer RQ 1.1) are Focus Groups, User-based
Evaluations, In-depth Interviews, and Online Surveys. The planned
expert-based method (mainly to answer RQ 1.2) is Information
Source Analysis.

The results of RQ 1.1 and RQ 1.2 will lay the groundwork for
RQ 2: What characteristic should an interactive tool have to support
citizens in adopting desired PETs in a usable and e�cient fashion? An
interactive tool capable of receiving relevant user data and provid-
ing personalised PETs recommendations will be produced in this
phase. The tool will also make decision consequences transparent
to the user. The production of RQ 2 will be evaluated by RQ 3:
How and to what extent does the proposed tool for adopting PETs
support citizens in practice? As such, the results of the user testing
phase are expected to cast a light on the advantages and disadvan-
tages of the proposed tool, followed by potential improvements.
Designing, implementing, and evaluating this tool shall be a cycle
to continuously include user feedback, and further ensure usability
and e�ectiveness. With such a user-centred tool, we aim to draw
a bridge between the privacy research ecosystem and citizens to
optimise the usage of research ecosystem results by users. Such
a �nal product serves in the direction of empowering citizens in
protecting privacy.

4 PRELIMINARY ANALYSIS
To have an insight into what citizens are going through to adopt
privacy solutions online, we had a brief look into the results of

searching related terminologies on the most used online search
engine, Google [17] and a controversial arti�cial intelligent chat
bot called ChatGPT [34]. The goal was not to evaluate the prod-
ucts that appear in search results but to analyse the information
sources proposing these with respect to their information presenta-
tion styles and decision-support functions. For users motivated in
protecting privacy by searching online, there is a diverse range of
starting points. There are systematic rigorous approaches for Infor-
mation source Analysis like [40]. Here, we only look at two main
points, which we call broad solution search and product solution
search. The �rst observations of these two points can be seen in
the following.

4.1 Broad Solution Search
By broad solution search, we refer to the stage where users are
interested to take action but are not sure about the steps to take.
Therefore, they start with broader search strings such as "How
should I improve my online security and privacy?". To have an
insight into what users may experience in such a situation, we
used the above-mentioned string in the Google search engine [17]
(in private browsing mode) and brie�y analysed the �rst �ve web
page results (excluding sponsored results). The mentioned research
string is provisional and will be revised based on the user research
phase. As seen in Tab. 1, all �ve web pages provide a generic list
of solutions to users without any personalising over user needs
and concerns. This increases the cognitive load users have to put
in to read these generic lists to understand which parts are suitable
for them, which drops the chance of adoption. In addition, users
are confronted with seven to ten di�erent solution areas including
VPNs, authentication, antivirus, and privacy settings on each web
page. Looking more in-depth at these areas, three web pages had
partially communicated action points for each area, and two web
pages lacked such support. This makes it hard for users to take the
next action toward adopting solutions, which can be considered as
a hindering factor. Lastly, none of these web pages provide expla-
nations about what a solution/tool cannot cover. Therefore, users
cannot be clear on the coverage of each tool, which is misleading.

The same string in ChatGPT [34] (with a fresh logging credential),
resulted in a list of 17 items. Each item is a brief solution explanation
without an action point, and an explanation of what cannot be
covered by the respective privacy solution. The �rst three items
are given in the following:

1. Use strong, unique passwords for each online account, and
consider using a passwordmanager to securely store them. 2. Enable
two-factor authentication (2FA) whenever possible for an additional
layer of security. 3. Keep your devices, operating systems, and
applications up to date with the latest security patches.

4.2 Product Solution Search
By product solution search, we refer to the stage where users are
convinced about adopting a speci�c privacy solution (e.g., VPN)
and are in the stage of searching and comparing di�erent available
products of that solution. In order to have an insight into what
users might experience in such a situation, we used the word "VPN"
in the Google search engine (in private browsing mode) and brie�y
analysed the �rst �ve results (excluding sponsored results). As
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Figure 1: Research Questions and Contributions and Methodology.

Table 1: Broad Solution Search in Google

Web Page Name Information personalising Number of Areas Action Point Lack of Coverage

Aura [3] No, generic list 10 Partially Not mentioned
The New York Times [46] No, generic list 7 Partially Not mentioned
Help Desk Geek [21] No, generic list 7 Partially Not mentioned
NPR [33] No, generic list 8 Not mentioned Not mentioned
HP [22] No, generic list 10 Not mentioned Not mentioned

illustrated in Tab. 2, three web pages belong to product providers,
presenting their VPNs. The other two are a browser store presenting
six VPN extensions and a web page comparing �ve VPNs. A total of
14 VPN options are available only via �ve �rst search result links.
Users may experience poor usability and high cognitive load while
going through these 14 options, comparing them, and trying to
adopt one. In addition, each of these web pages includes di�erent
types of information about products in di�erent styles. For example,
some provide a textual explanation at the beginning, some do it
later on their page, and some do not provide it at all. This situation
demands more time and attention from the user to develop an
understanding of available options and make a decision.

The above-mentioned insights indicate the uneasy situation
users encounter in protecting privacy by searching online. Users
are confronted by multiple information sources and various rec-
ommendations in diverse privacy areas. In addition, the majority
of positive factors (e.g., explaining to users how a solution works)
for supporting users reported by academic works (we referred to
some of these factors in Sec. 2) in adopting PETs were not observed
in above-mentioned information sources. This situation motivates
this vision paper toward seeking solutions for serving citizens a
supporting tool, providing tailored and digestible privacy recom-
mendations with the aim of adoption growth.

5 PRELIMINARY CONCEPT
To further show the vision of this paper, we present a preliminary
concept (Fig. 2a, 2b, and 2c.) of our supporting tool here. All of

the design components (derived from Material Design [27]) and
user �ows are subject to change based on further context and user
research. The user interface style used here is conversational to ease
the interaction for users, the e�ectiveness of which will be tested.
Further modality will also be studied. The primary audience of this
tool will be the users who have the initial motivation to start search-
ing online and need support to make decisions. We will �rst only
focus on stand-alone PETs as privacy solutions recommendations,
which may further be extended in our future work by including
di�erent privacy solutions. During this interaction, unavoidable
vocabulary, which can potentially be complicated or unknown to
the user, will be accompanied by further explanations and daily
life examples. In this preliminary concept, the �rst phase, shown
in Fig. 2a, is receiving factors which are playing a primary role in
user decision-making. To this end, the tool will be able to ask about
factors such as devices to be protected, areas (e.g., Web Browsing
and Communication) to be secured, individuals/entities to be pro-
tected against, and budget to be allocated. More in-depth factors
are to be de�ned based on the user research phase and in�uential
factors reported in academic works. Nevertheless, we predict factor
types such as situational factors (e.g., device(s), location(s), used
solutions, areas/platforms willing to be protected in) and speci�c
privacy factors (e.g., against whom to be protected).

Shirin
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Table 2: Product Solution Search in Google

Web Page Name Presents Includes Information Such As

NordVPN [32] Single product Textual explanation, device availability, subscription link
ExpressVPN [15] Single product Subscription link, textual explanation, device availability
Chrome Web Store [44] Browser extensions 6 products + rating, download No, extension link
PCMag UK [35] Comparing products 5 products + rating, product link, pros and cons
ProtonVPN [37] Single product Subscription link, textual explanation, device availability

(a) Receiving User Data.

(b) Proposing Technology Categories. (c) Proposing Products.

Figure 2: Preliminary Concept, © 2016 Google Inc. Used under the Apache License 2.0



EuroUSEC 2023, October 16 & 17, 2023, Copenhagen, Denmark Shirin Shams and Delphine Reinhardt

In the next step, based on each user’s answers to the questions,
the tool provides personalised solutions recommendations, which
are speci�cally matching to the respective user’s answers (e.g., rec-
ommendations covering her/his mentioned concerns and being
compatible with her/his communicated devices). The tool will pro-
pose privacy solutions in the form of technology categories (e.g.,
VPN, Tor Browser) in two levels, i.e., highly recommended and
recommended, as seen in Fig. 2b. We plan to present solutions on at
least two levels to make them more comprehensible by users. Then,
when the user selects any of the categories, products (including
commercial and open source) available in that category (e.g., di�er-
ent VPN products) will be presented to the user, as shown in Fig. 2c.
Also, explanations about the technology such a how it works, what
to expect from it, and how to use it, will be available in an easy-to-
digest way, like a short video and/or in di�erent complexity levels
to support users with di�erent topic background knowledge. The
criteria which a�ect users’ decision on choosing the �nal product,
will be visible and comparable between products. De�ning and
presenting this solution’s procedure, user �ows, and criteria in a
usable manner is a goal for our work.

6 CONCLUSION
The rise in collecting user data by businesses and organisations,
coupled with the low adoption of privacy solutions by citizens,
emphasises the importance of new ways to support citizens in
privacy protection. In the majority of cases, privacy defaults are
in the favour of businesses’ goals, and the options available for
citizens to protect their data against these defaults are not intuitive.
To this end, we aim to propose a supportive tool which is more
compatible with users’ behaviour models and has better usability
to support citizens in privacy protection. In this regard, we planned
a user-centred process which will start with investigating users’
behaviour and concerns in the context of privacy. Then, we will
design and implement an interactive tool which proposes PETs
based on individual data. We will evaluate our tool with users to
ensure its practicality and usability. The novelty of our approach
lies in putting users’ needs and concerns as the core of our process
to propose a tool which eases privacy protection for citizens, instead
of expecting users to tailor privacy solutions for themselves.
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