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The aim of this paper is to investigate the market efficiency on the foreign exchange
market since the introduction of the Euro by applying the cointegration analysis to
exchange rates. The introduction of the Euro has changed the structure of the global
foreign exchange market to the extent that the second most important currency in the
world with the highest credibility in the foreign exchange market, namely the Deutsche
Mark, has been assimilated into the Euro. In order to evaluate if the introduction of
a new currency has resulted in inefficient markets, a bivariate cointegration analysis
should be applied to the seven most important exchange rates.
The empirical analysis predominantly draws on the Johansen (1988, 1991) approach and
the Gregory-Hansen (1996) approach whereas the latter takes endogenous structural
breaks into account. We show that the foreign exchange market is broadly consistent
with the market efficiency hypothesis. A very important result is that we can find a long-
run relationship between the exchange rate pairs EUR/USD and GBP/USD whereas
the no-arbitrage condition is satisfied. Since the EUR/USD exchange rate is weakly
exogenous the GBP/USD exchange rate takes the burden of adjustment to the long-run
equilibrium.
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1 Introduction

The cointegration analysis for long-run co-movements between time series as proposed in Granger
(1981, 1983) and recommended in Granger (1986) was applied to test market efficiency at the end
of the 1980s. A market is said to be efficient if the price of a speculative good, like the price of
an asset, reflects all available and relevant information for the pricing process. To be more precise,
market efficiency is directed towards an informationally efficient market (Fama, 1970).
In order to test for market efficiency, the cointegration analysis is used. The argument builds on the
weak form and is based on an argument highlighted by Granger (1986). On a speculative market,
a pair of prices cannot be cointegrated if the market is efficient because cointegration would signify
the predictability of at least one price based on the past prices of the other assets. This contradicts
the weak form of market efficiency because the information set may only contain own past prices.
At least two time series are said to be cointegrated if they are non-covariance-stationary1 and in-
tegrated of the same order, and if a linear combination of them that is stationary exists (Granger,
1981, 1988). According to Granger’s representation theorem, cointegration means that two or more
time series fluctuate conjointly in a long-run relationship that can be seen as an equilibrium rela-
tionship, to which an error correction term automatically belongs (Granger, 1983; Engle/Granger,
1987). Short-run deviations from that long-run relationship result in an automatic adjustment
process that causes the variables to return to their long-term equilibrium relationship. Thus, the
error correction term contains information regarding the future movements of one variable based
on past prices.
The application of the cointegration analysis has some advantages over other approaches but also
investigates a different objective. Contrary to other market efficiency tests, risk premia can be
neglected (Copeland, 1991).2 Additionally, by referring to the weak form, problems concerning
the joint hypothesis problem can be ruled out.3 MacDonald and Talyor (1989), Hakkio and Rush
(1989), and Baillie and Bollerslev (1989) were the first authors to apply the argumentation of
Granger (1986) to the foreign exchange market in order to investigate market efficiency. The first
two contributions used the Engle/Granger approach and mostly could not find any cointegration
relationship.4 MacDonald/Taylor (1989) are only able to reject the null hypothesis of no cointe-
gration for the exchange rate pairings French Franc/ US-Dollar and Deutsche Mark/ US-Dollar.
Baillie and Bollerslev (1989), however, find cointegration in a sample of seven exchange rates. Nev-
ertheless, contrary to the two other authors, they apply the multivariate Johansen procedure. In
some instances, the pappers differ significantly. Besides the application of different approaches, the
frequency of the data as well as the period of observation are mostly different. While the first two
contributions investigate the period after the breakdown of Bretton Woods until the mid 1980s
using monthly rates; Baillie and Bollerslev (1989) only observe the first half of the 1980s using
daily exchange rates. Further papers do not show any coherent tendency for different periods of
observation and different approaches.
Coleman (1990), Copeland (1991), Tronzano (1992), Lajaunie and Naka (1992), Diebold et al.
(1994), Lajaunie et al. (1996), and Rapp and Sharma (1999) are able to reject cointegration for

1Covariance-stationary is shortened to ”stationary” hereafter.
2Although Crowder (1994) highlights the existence of a time-invariant risk premium. However, according to the
literature this issue should first be neglected.

3A joint hypothesis problem arises for example when the market efficiency test is applied within a framework that
calls for a structural model. Consequently, a joint test is carried out to test the correct structural model and market
efficiency simultaneously.

4While MacDonald/Taylor (1989) look at more exchange rates, Hakkio/Rush (1989) only test for cointegration
between the Deutsche Mark/ US-Dollar and British Pound/ US-Dollar exchange rates.
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periods up to the end of the 1990s. Masih and Masih (1994) and Crowder (1994) reject the null
hypothesis of no cointegration on a US-Dollar basis and Karfakis and Parikh (1994) on the basis
of the Australian Dollar.5 Some other contributions, such as Sephton and Larsen (1991), Norrbin
(1996), Lajaunie and Naka (1997), and Barkoulas and Baum (1997), cannot provide a clear answer
to the question of market efficiency on foreign exchange markets using the cointegration approach.
As demonstrated by Sephton and Larsen (1991) and Barkoulas and Baum (1997), evidence favour-
ing the rejection of no cointegration largely depends on the chosen period of observation.
In addition to this first strand in the literature concentrating on market efficiency, a second strand
also applies the cointegration analysis to the foreign exchange market but has a different focus.
Cointegration between exchange rates expressed in the same currency (that are non-stationary as a
necessary condition) automatically means that the cross rates6 have to be stationary. In a monetary
system with target zones, exchange rates expressed in a currency that does not belong to it shall be
cointegrated. The cross rates should therefore move within the defined ranges and exhibit mean-
reverting behaviour. Consequently, a cointegration analysis can be taken to evaluate the stability
within a monetary exchange rate system. By applying a multivariate framework, the exchange
rates should share common stochastic trends whereas the number declines if a high integration of
the system is achieved. With respect to the Exchange Rate Mechanism (ERM) in particular, a
couple of authors tested for stability within the European Monetary System (EMS). Both Hakkio
and Rush (1989) and Copeland (1991) have already stressed that comovements can be expected
between fixed or managed floating exchange rates. Norrbin (1996), Woo (1999), Haug et al. (2000),
Rangvid and Sorensen (2002), and Aroskar et al. (2004) are mostly able to reject the null hypothesis
of no cointegration for the EMS currencies. In particular, strong evidence supporting the rejection
of no cointegration is present in the period before the introduction of the Euro, where parities were
strongly fixed. In contrast, the evidence in favour of no cointegration was less pronounced in the mid
1980s. Taking the realignments during that time into account, the evidence increases dramatically,
as illustrated by Woo (1999). The introduction of potential structural breaks especially improves
the evidence against no cointegration. Jeon and Seo (2003) and Phengpis (2006) examine structural
instability in particular and investigate currency crises for market efficiency. The results are mixed.
No paper has explicitly examined the foreign exchange market for cointegration since the establish-
ment of the European Monetary Union. Hence, the aim of this paper is to investigate the market
efficiency of the foreign exchange market since the introduction of the Euro using the cointegration
methodology. The introduction of the Euro has changed the structure of the global foreign ex-
change market to the extent that the second most important currency in the world with the biggest
credibility on the foreign exchange market, namely the Deutsche Mark, has been assimilated into
the Euro (BIS, 2005). In order to evaluate whether the introduction of a new currency that has
commonly replaced more established and less established currencies has resulted in inefficient mar-
kets, the cointegration analysis should be applied to the seven most important exchange rates: the
Australian Dollar, the Canadian Dollar, the Swiss Franc, the British Pound Sterling, the Euro, the
Japanese Yen, and the Swedish Krona. In keeping with the literature, all currencies are expressed
in US-Dollar. Contrary to the literature, where primarily a set of foreign exchange rates is tested
for cointegration simultaneously, the cointegration analysis is carried out on a bivariate basis. The
reason for which comovements between two exchange rates should be examined explicitly is that
Granger’s argumentation in his original paper of 1986 is applied to two prices on a speculative

5Contrary to other works Karfakis and Parikh (1994) take the AUD as the base currency.
6The division of the first one by the second.
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market. Information on the future developments of one price is only taken from the second price.
The remainder is organised as follows: after a short introduction into the methodology of cointegra-
tion and the Johansen approach in section two, the link between cointegration and market efficiency
is discussed in the third section. In doing so, a caveat concerning the role of common fundamentals
is pointed out. Since the literature does not discuss the choice of the model underlying the estima-
tion in more detail, this shall be done more extensively in section 4. The fifth section presents the
empirical results of the Johansen approach and a second cointegration technique taking structural
breaks into accounts, namely the Gregory-Hansen-approach.

2 Econometric Methodology

2.1 Definition of Cointegration and the Engle/Granger approach

If time series have the same order of integration and if a linear combination of these time series
exist that is stationary (integrated of order one), these series are referred to as being cointegrated.
Originally, Engle and Granger (1987) proposed a two-step procedure to estimate cointegration
relations. In this two-step procedure, which is mostly applied to only two time series, the first series
(yt) is regressed on the second series (xt). After the first step, the resulting error series (zt) is tested
for stationarity (see equ. (1)).

yt = µ+ bxt + zt (1)

If the null hypothesis of non-stationarity is rejected, it can be said that the time series are cointe-
grated and b is the cointegration parameter (Engle/Granger, 1987).7 As a result, the null hypothesis
is equivalent to the statement of no cointegration.
Cointegration means that both series move together in the long-run and cannot drift apart very
much from each other (Granger, 1981). Consequently, the error term resulting from the linear com-
bination of the aforementioned time series can be seen as an equilibrium error. This equilibrium
error quantifies the deviation of the time series from their common long-run relationship (Granger,
1986). Hence, deviations from the linear combination can only occur randomly and unsystemati-
cally.
If a long-run relation between time series processes exists and if the equilibrium error is stationary,
there must be a mechanism that brings the system back to equilibrium in the face of an innovation.
In this context, Granger (1983) analytically illustrates that the consideration of a cointegration re-
lationship is equivalent to the existence of an error correction mechanism (Granger’s representation
theorem).

2.2 Johansen Approach

In the one-equation approach, a problem arises due to the formulation of the regression equation.
Using the Engle/Granger procedure, the choice of the independent and the dependent variable
must be made previously. Basically, both results have to coincide in the statistical limit. However,
working typically with finite samples, the correct choice of the dependent variable is important.
In order to avoid misleading results in finite samples, the procedure has to be carried out twice,
with a different formulation in the second run. If more than two series are under observation,
the computational efforts increase considerably. In addition, the previous determination of the

7The coefficient µ is an intercept.
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independent and dependent variables excludes possible endogeneity among the variables.
A different method to test for cointegration is based on a vector autoregressive (VAR) model. The
vector Xt contains the endogenously seen variables and has the dimension n × 1, where n is the
number of endogenous variables. Each variable follows a process that is influenced by its own lagged
variables and the lagged variables of the other endogenous variables.

Xt = Π1Xt−1 + ...+ ΠkXt−k + εt with t = 1, ..., T. (2)

The matrix of coefficients Πk has the dimension n × n. Based on (2), the VAR can be transferred
to a VAR of first differences. For this purpose, the lagged variables of the endogenous variables are
subtracted from both sides and the following system arises

∆Xt =
k−1∑
i=1

Γi∆Xt−i + ΠXt−1 + εt, (3)

whereas Γi = −I+Π1 + ...+Πi with i = 1, ..., k−1 and Π = −(I−Π1− ...−Πk) (Johansen/Juselius,
1990, p. 170.) Here the matrices Γi contain information on the short-run adjustment coefficients of
the lagged differenced variables. Additionally, the expression ΠXt−1 indicates the error correction
term, i.e. it includes the long-run relationships between the time series (c.f. Lütkepohl, 2005, pp.
247-249; Johansen, 1992b, p. 315). Using the matrix Π, further conclusions regarding the number
of cointegration relations can be made if the rank of the matrix is known (Johansen/Juselius, 1990,
p. 170).8

The Johansen procedure adopts the idea of determining the rank of the matrix Π. In general,
the rank of a matrix shows the number of linearly independent processes that is equivalent to the
number of linearly independent columns. According to the definition, departing from the relevant
case of I(1) variables in levels, both the differences of the endogenous variables and their lagged
differences are stationary.9 For this reason, a test for cointegration aims at testing the rank of
Π. If the rank of the matrix Π is greater than zero and less than the number of endogenous
variables n, the matrix with the dimension p × r can be decomposed into the matrices α and β,
so that Π = αβ′. Using the cointegration vector β, the non-stationary vectorprocess Xt can be
made stationary by generating linear combinations β′Xt (Johansen, 1988, p. 232). In this case,
the system in (3) becomes a vector error correction model and, in doing so, the matrix α describes
the adjustment speed for each variable after a deviation from the long-run relationship. In other
words, the elements in α weight the error correction term in each row of the VECM. Furthermore,
the matrix β contains the coefficient of the cointegration relation, i.e. the weights within the linear
combination. Subsequently, the VECM is a reduced form of the VAR in (2). Only the hypothesis of
a restricted matrix Π is implemented. The cointegration rank can be tested by using the procedures
outlined by Johansen (1988, 1991). On the basis of these considerations, the test statistics for the
statistical significance of the rank of the matrix Π can be derived (Johansen, 1995, p. 89-95).
The first test weights the hypotheses of, at most, r cointegration vectors, i.e. Rank(Π) = r, against
the alternative of Rank(Π) > r, that is to say, there are r or more cointegration relations. According
to Johansen (1988, 1991) this test is based on a likelihood ratio test and is called ”‘trace statistic”’.

λtrace = −T
p∑

i=r+1

ln(1− λ̂i). (4)

8The rank of the matrix is equivalent to the number of cointegration vectors.
9The error term is also stationary by definition.
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Additionally, Johansen proposes a second test to determine the cointegration rank. As the first
test, it is also based upon a likelihood ratio test but can differentiate more precisely between
two alternatives, i.e. the ranks of the matrix Π. This means, it is tested if there are exactly r

cointegration relations or if there is just one more. Since this test departs from the eigenvalues that
are arranged by their magnitude, the test is called ”‘maximum eigenvalue test”’.

λmax = −T ln(1− λ̂r+1). (5)

Both test statistics are distributed asymptotically as χ2 with p− r degrees of freedom (Johansen/
Juselius, 1990, pp. 177-179; Johansen, 1991, pp. 1555/1556). As suggested by Johansen and Juselius
(1990), both test statistics should be used simultaneously, although different conclusions can be
drawn. In order to estimate the parameters like the cointegration vector, adjustment coefficients or
eigenvalues, the Maximum Likelihood Procedure is applied.

3 Marketefficiency and Cointegration

3.1 The Market Efficiency Hypothesis

A widely cited definition of market efficiency traces back to Fama’s survey article in 1970. According
to him, a market is deemed efficient if the prices on that market fully reflect all available information
relevant for the pricing process (Fama, 1970, pp. 383/384). More precisely, the expression ”efficient
market” refers to an informationally efficient market. As Jensen (1978) writes, a market is -
related to a specific information set (Φt) - efficient if none of the market players can earn excess
profits by exploiting the known information set (Jensen, 1978, p. 96). Fama (1970) subdivides
into three categories, namely the weak form, the semi-strong form and the strong form. In the
weak form, the information set only comprises past prices. Consequently, the information set
contains all information that is included in historical prices. In the semi-strong form, the information
set additionally comprises all publicly available information relevant for the pricing process. In
particular, the fundamentals determining the price belong to this category. Finally, the information
set in the strong form also includes private information. Thus, a market is said to be efficient if
trading on the basis of private information cannot yield higher profits.
In addition to the weak form, the semi-strong form includes information on the fundamentals forming
the price. Departing from the semi-strong form a full, specified market model is necessary to evaluate
the correct impact of the fundamentals and, hence, the correct price formation. Thus, a test for
market efficiency automatically tests the correct market model as well. As a result, in this manner a
test for market efficiency always tests a joint hypothesis implicitly. Inferences regarding the market
efficiency cannot automatically be drawn from the rejection of the hypothesis because a rejection
can be due to an unspecified market model and not due to market inefficiencies (Fama, 1970, pp.
1022-1025; Fama, 1976, pp. 136/137).

3.2 The Coherence between EMH and Cointegration

Basically, the application of the weak form avoids the problem of joint hypotheses. In this fashion,
a test for market efficiency that does not require the specific formulation of an equilibrium price
mechanism goes back to an argument by Granger (1986) and aims at the development of two or
more (asset) prices. If two or more asset prices show a stable common relationship in the long-run,
i.e. if two or more asset prices are cointegrated, it is possible that the movement of one asset price
is linked to the movement of other asset prices. As already described above, the establishment of a
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cointegration relationship is equivalent to the existence of an error correction term. In this case, the
price of one asset does not only depend on its own past prices but also on the history of a different
asset’s prices. Thus, the weak form of market efficiency is violated (Richards, 1995, p. 632). The
error correction term implies that in the face of a deviation of one asset price from the induced
long-run relationship, unused profit opportunities would automatically arise. If the stable long-run
relationship between prices is known to the market participants they are able to exploit them and
are in position to make excess profits (Copeland, 1991, p. 187).
MacDonald and Taylor (1989) were amongst the first to apply the cointegration methodology to
testing for market efficiency on the foreign exchange market. A small formulation of the interrelation
between market efficiency and cointegration is provided at the beginning of their contribution. This
will be adapted in the following. A three-country case is assumed where the exchange rates sij

t are
expressed in the same currency. The exchange rate is the domestic currency i in terms of the foreign
currency j. If cointegration can be established, it follows that:

∆Xt = α(β′Xt−1) +
k−1∑
i=1

Γi∆Xt−i + εt, (6)

with Xt = [s12
t , s

13
t ]′ and β′ = [1,−b] so that the error correction term (ect) is s12t − b · s13t . In

equ. (6) the same error correction term (s12t−1 − b · s13t−1)
10 is included in both equations and thus

determines both exchange rates. Here, the error correction term shows the long-run dynamic of
the two exchange rates. In the α-vector, the coefficients describing the adjustment process due to
a disequilibrium can be seen in particular.11

The existence of cointegration between exchange rates contradicts the weak form of market efficiency
because of its forecastability. We can assume that the expectations regarding the exchange rate s12t

in period t are based upon the information set Φ12
t−1.

12 After the inclusion of the past realisations
of the exchange rates s13

t , the information set should not be expanded qualitatively if the market is
efficient. Taking the information set Φ12

t−1 and adding the information set Φ13
t−1, the exchange rate

s12
t no longer depends solely on its own past realisations but also on the historical realisations of

the exchange rate s13
t .

Consequently, the information set of s12
t was formally extended quantitatively and composes both

information sets:

Φt−1 = Φ12
t−1 + Φ13

t−1. (7)

If a market is efficient, the expectations regarding the exchange rate s12t must not differ with respect
to the two information sets. It follows in the style of MacDonald/Taylor (1989)

E(s12
t |Φ12

t−1) = E(s12
t |Φt−1) (8)

with

Φ12
t−1 = {s12

t−1, s
12
t−2, s

12
t−3, ...} (9)

and

Φt−1 = {s12
t−1, s

12
t−2, s

12
t−3, ..., s

13
t−1, s

13
t−2, s

13
t−3, ...} (10)

10b is the cointegration parameter.
11Whereas α1 < 0 and α2 > 0
12Φij

t−1 will only contain past prices, i.e. past exchange rates sij
t .
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If the error correction term in equ. (6) is valid equ. (8), i.e. the EMH, can no longer be held. If
cointegration can be observed, the quantitative expansion of the information set coincides with the
qualitative expansion of the information set.
Using the error correction term, one exchange rate can be predicted by using the other if the long-
run relationship and past exchange rates are known to the market. This means that causality runs
at least in one direction. When it comes to the weak form the market is not efficient.13

3.3 Cointegration and Variations in Common Fundamentals

As widely and controversially discussed in the literature, the exchange rate can be explained by
different theories.14 Depending on the particular theory, different fundamentals help explain the
exchange rate. Subsequently, not only are past prices important in evaluating the market efficiency;
the fundamentals also play a significant role. This means a departure from the weak form of EMH.
Due to the problems that arise using the semi-strong form concerning the joint hypothesis problem,
the application of the semi-strong form in the face of fundamentals is inadequate. However, the
impact of fundamentals on the eyed exchange rates cannot be excluded in an empirical investigation.
Exchange rates are nothing more than relative prices. Contrary to asset prices taken from the capital
market, exchange rates are determined by fundamentals from two different destinations. Treating
the three-currency (country) case again, three exchange rates (s12t , s13t and s23t ) exist which are
assumed to be flexible. Based on these considerations, each subset of fundamentals only contains
the fundamentals of one country Φi

t. Summing up the individual information sets yields the common
information set Φt.

Φt = Φ1
t + Φ2

t + Φ3
t (11)

Each expected exchange rate is based upon its fundamentals included in the corresponding infor-
mation set known at time t− 1.

E(s12
t |Φ1

t−1,Φ
2
t−1) = s12

t (12)

E(s13
t |Φ1

t−1,Φ
3
t−1) = s13

t (13)

E(s23
t |Φ2

t−1,Φ
3
t−1) = s23

t (14)

Only the cases (12) and (13) are relevant for further explanations. As can been seen very easily, the
expectations regarding the exchange rate for both exchange rates are built on the fundamentals of
country 1, i.e. the information set comprising the fundamentals of country 1. If the fundamentals
of country 2 and 3 remain unchanged and assuming that an innovation in the fundamentals of
country 1 takes place, it is straightforward that the exchange rates s12t and s12t move in the same
direction. Hence, the exchange rates are influenced by variations in common fundamentals.15 If
changes in common fundamentals predominate, movements in the same direction should occur.
Baffes (1994) and Ferré and Hall (2002) show this in a similar manner. An investigation of the
foreign exchange market for the purpose of testing market efficiency applying the cointegration
analysis is inadequate to the extent that in an ex post treatment the empirical analysis cannot
differentiate between the rejection of the weak form and the importance of variations in common
fundamentals. If no cointegration between exchange rates can be rejected, the consideration of

13The short-run dynamic via lagged differenced variables in the VECM is neglected.
14For a survey see Taylor (1995).
15Crowder (1994) and Barkoulas et al. (2003) argue that a variation in the risk premium results in the consideration

of cointegration. This argument can be subsumed under this proposition.
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variations in common fundamentals is inevitable. Only if variations in common fundamentals can
be excluded as driving forces behind common movements is cointegration incompatible with market
efficiency.
Hakkio and Rush (1989) have already highlighted this issue. They argue that exchange rates cannot
be cointegrated if they are ”different assets”. Copeland (1991) refers to a similar point.16 Another
source of cointegration stems from a system of fixed exchange rate regimes or from a target zone
regime.17

In the case of a target zone regime, bands for the exchange rates are defined. The central banks of
participating countries have to intervene if the exchange rate drops out of the committed ranges.
Consequently, within this range the exchange rates are more or less flexible, but when achieving the
upper or lower band, interventions cause the rates to remain within the band. If these particular
currencies are expressed in the same currency not belonging to the system, cointegration between
these exchange rates occurs due to the interventions of the central banks. Norrbin (1996), for
example, picks up this point and abandons the efficient market argument but also applies the
cointegration methodology to exchange rates.18 Cointegration would mean that the cross rates,
i.e. the exchange rates belonging to a monetary system, should not fluctuate too heavily, i.e.
they should be stationary. Despite the different orientation of that particular investigation, again
common fundamentals, i.e. interventions, are the driving forces.19

Despite the problems stemming from the use of cointegration analysis on foreign exchange markets
due to variations in common fundamentals, the methodology does not have to be changed. As
Frenkel and Levich (1975) and Levich (1985) suggest, if transaction costs are neglected, a specific
amount of money in currency 1 has to retain its value, even if it is converted across the two other
currencies. They refer to this as triangular arbitrage. Dwyer and Wallace (1992) pursue the same
argument and demonstrate that the foreign exchange market in a three-country case is efficient if
no cross-sectional arbitrage opportunities exist.20 This implies that the proportion of two exchange
rates based on the same currency has to equal the cross rate. Turning to exchange rates in logarithms
market efficiency means

s12
t − s13

t = s32
t . (15)

Equ. (15) describes the so-called no arbitrage condition without transaction costs. A market is
efficient despite the fact that cointegration cannot be rejected if the cointegration vector is β′ =
(1,−1). For this purpose the exchange rates s12t and s13t have to be integrated of order one.21 In
addition, it follows that the cross rate is integrated of order zero (Dwyer/Wallace (1992), p. 321).22

4 Matching up the theoretical foundation and the Johansen approach

Johansen proposed the VECM as it is outlined in equ. (3) in his article of 1988. Baillie and
Bollerslev (1989) were the first authors to examine the foreign exchange market for cointegration
16In this respect, if variations in common fundamentals are responsible for a long-run relationship two exchange rates

are not different assets.
17Engel (1996) illustrates this with a monetary rule, explicitly taking a target for the exchange rate into account.
18Haug et al. (2002) investigate the number of common stochastic trends. In a bivariate setting this investigation is

equivalent with the outlined argument.
19Similarly, internationally organised interventions, such as the Plaza Agreement and Louvre Accord can be the

reasons.
20Rapp/Sharma (1999) speak about efficiency across countries when testing for co-movements among exchange rates.
21This test can also be seen as a test for the same information set regarding fundamentals. In this respect, the

application of the cointegration methodology implicitly tests for different asset where the null hypothesis is equivalent
with the null hypothesis of no cointegration.

22This is a special case of the general solution where all three exchange rates are seen as non-stationary as outlined
by Baffes (1994). See also Ferré/Hall (2002), p. 134.
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using the Johansen approach and refer to Johansen (1988). An extension and generalisation of the
procedure was developed by Johansen and Juselius (1990) and Johansen (1991). In the updated
setting, deterministic components were introduced.23

∆Xt =
k−1∑
i=1

Γi∆Xt−i + ΠXt−1 + µ+ ΦDt + εt. (16)

with

ΠXt−1 = α(β′Xt−1) and µ = µ0 + µ1t (17)

where µ1t is a linear trend in differences.
Johansen (1994) provides a detailed discussion on the role of the constant term. He demonstrates
that the VECM in equ. (16) can be rewritten using Granger’s Representation Theorem with the
representation

Xt = C
t∑

i=1

εi +
1
2
τ2t

2 + τ1t+ τ0 + C(L)εt +A (18)

where C = β⊥(α′⊥Γβ⊥)−1α′⊥ with Γ = I −
∑k−1

i=1 Γi as already defined, β′A = 0, τ1 = Cµ0 and
τ2 = Cµ1.24 The expression C(L)εt describes the moving average part and α⊥ and β⊥ are p×(p−r)
matrices of full rank. Both are orthogonal to its corresponding counterparts, the matrix of loading
coefficients α and the cointegration vector β. Furthermore, the constant terms in equ. (16) and
equ. (17) respectively can be decomposed into their components

µi = αβi + α⊥γi with i = 0, 1. (19)

βi denotes that the expression belongs to the cointegration space and results as βi = (α′α)−1α′µi.
γi describes the part of the deterministic components that are outside the cointegration space and is
γi = (α′⊥α⊥)−1α′⊥µi. For reasons of simplicity and due to the purpose of this section, τ2 is restricted
to zero, i.e. quadratic deterministic trends are excluded.25 Consequently, equ. (19) is restricted to
the case i = 0. Hence, α′⊥µ1 is zero or equivalently γ1 = 0. Three different cases can therefore be
considered.

H1(r) : µt = αβ0

H2(r) : µt = 0
H3(r) : µt = αβ0 + α⊥γ0

(20)

Now, two different cases with respect to the deterministic component have to be distinguished in
addition to the case of no constant term (H2). If τ1 is unequal to zero, it is equal to Cµ0 =
β⊥(α′⊥Γβ⊥)−1α′⊥α⊥γ0. It can be seen that a linear trend is present and cancels out in the coin-
tegration relationship but is still present in the VECM (H3) in the form of a drift term since
γ0 = (α′⊥α⊥)−1α′⊥µ0. Additionally, restricting α′⊥µ0 to zero, the linear trend vanishes but αβ0

is still present and the cointegration space consists of a constant term (H0) (Johansen, 1994, pp.
206-210; Johansen, 1995, pp. 80-84).
Thus, Johansen illustrates two different meanings with respect to the constant. In the first, the
constant term represents a linear trend in levels. If the constant in differences does not generate
23ΦDt represents further deterministic components such as seasonal dummy variables.
24A is the initial value.
25The possibility of a quadratic linear trend in levels that is common to both exchange rates in the analysis is seen

as negligible.
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a linear trend in levels, it simply represents a non-zero mean and becomes an intercept in first
differences, as well as in levels, and can be absorbed into the cointegration space.
While Baillie and Bollerslev (1989) are able to reject the null hypothesis of no cointegration for a
multivariate set of seven exchange rates, Diebold et al. (1994) do not confirm their results by using
the same sample period and applying the Johansen (1991) setting, i.e. highlighting the importance
of the constant term. A similar result with different sample periods is obtained by Barkoulas and
Baum (1997), again by taking the constant into account.26 We should bear in mind the fact that
the inclusion of a constant term in the cointegration approach tends to result in a non rejection of
the null hypothesis of no cointegration.
Unfortunately, the precise specification of the underlying regression model is mostly not attempted.
Barkoulas and Baum (1997) speak about a drift term in the VAR process and include a constant in
the VECM (pp. 636) representing a linear trend in levels. As far as the constant term is concerned,
Diebold et al. (1994) argue that a constant should be borne in mind as long as there is no reason
to exclude it (p. 6). MacDonald and Marsh (1999) also explicitly introduce constant terms in the
underlying VAR. In the EMH cointegration literature, only Lajaunie and Naka (1992), Lajaunie et
al. (1996) and Lajaunie and Naka (1997) lay more emphasis on the role of the constant and test
for linear trends.
All the aforementioned works have the multivariate analysis in common. Norrbin (1996) investi-
gates bivariate cointegration among exchange rates within the EMS and also explicitly includes a
constant term. According to him, each ”... series may also contain a deterministic drift” (p. 1507).
However, his investigation is directed towards the stability of the EMS. The reason to include a drift
stems from the observation that the EMS rates drift apart deterministically. Therefore, a constant
term is integrated in the VECM formulation that also represents a trend in levels.
Unfortunately, a more detailed investigation of the constant term in the face of EMH considerations
is only provided by few of the authors. Departing from a linear trend in levels, a non stochastic
process drives the system of exchange rates. According to the EMH, the deterministic trend should
be observed by the market participants. Without cointegration the market is efficient if deviations
from the linear trend are not predictable. The linear trend itself does not cause the market to be
inefficient because it is included in the information sets of both exchange rates so that the same
linear trend can be observed. Using the linear trend, the future exchange rates can be predicted
simultaneously. This should contradict the EMH with respect to one asset price by using the para-
digm of the pure random walk model27 but not by applying the martingale model.28 Hence, market
efficiency is not affected in the sense meant by Granger (1986) because the common linear trend
can be seen as a fundamental variable that is common to both exchange rates. Consequently, a
deterministic trend does not contradict market efficiency as long as cointegration is not present and
all market participants have recognised the linear trend.29

The period of observation in Baillie and Bollerslev (1989) and thus in Diebold et al. (1994) com-
prises the first half of the 1980s. During this period, the US-Dollar appreciated strongly against

26Baillie/Bollerslev (1994) reinforce the consideration of no cointegration and apply the methodology of fractional
cointegration (see for fractional integration Granger/Joyeux (1980)). Baillie/Bollerslev (1994) find that the devia-
tions from the long-run relationship follow a long memory process (I(d) and 0 < d < 1). Granger/Hyung (2004)
argue that long memory properties can result from occasional breaks. For this reason, a cointegration test taking
a structural break into account is applied in section 5.4.

27Further details can be found in Fama (1965a,b, 1970). A statistical equivalent could be a random walk with drift
at the most. Here, the time series would wander randomly and not predictably around the linear trend.

28Arguing in line with LeRoy (1985), a linear trend would automatically not contradict EMH because it is possible
that the equilibrium expected price is not constant. See also Levich (1979, 1985).

29This is a necessary condition for market efficiency. The linear trend should belong to the information that is publicly
available.

11



other major currencies. The comparison of the results of Baillie and Bollerslev (1989) and Diebold
et al. (1994) shows that common movements seem to prevail. Instead of cointegration, a linear
trend tends to be responsible for that finding. If the constant in the VECM does not lie within the
cointegration space, it generates a linear trend in levels that is common for all observed variables
and hence not relevant for the long-run relationship (Juselius, 2006, p. 95-100). Lajaunie and Naka
(1992) examine the second half of the 1980s, when the US-Dollar depreciated strongly against other
major currencies due to the joint interventions of the central banks in industrialised countries. For
this period, they cannot find cointegration in a multivariate setting either. Additionally, they are
able to reject the absence of a linear trend, which is also confirmed by Lajaunie et al. (1996).30

However, Haug et al. (2000) test explicitly for the correct specification on the basis of the proposed
models in Johansen and Juselius (1990) and Johansen (1991). With their included exchange rates
and period of observation, a model without a deterministic term is the optimum in a multivariate
setting (Haug et al., 2000, p. 426).31

It should be reemphasized that the VAR including an intercept is equivalent to the formulation of
the VECM with an intercept if the constant term in first differences does not generate a linear trend
in levels (Lütkepohl, 2005, p. 257). In this case, the constant term can be absorbed into the error
correction term. As a result, there is a difference between the case where a constant term in the
VECM represents a linear trend in levels and the case where it represents a non-zero mean both in
first differences and levels. Statistically, two models arise with different critical values and different
test statistics (Johansen/Juselius, 1990; Johansen, 1991; Osterwald-Lenum, 1992).
Economically, the formulation of the model has important implications for testing the market effi-
ciency hypothesis, especially in the bivariate setting. Here, a differentiation must be made between
the case in which the intercept of the cointegration relationship is zero and the case in which it is
different from zero. The outlined no-arbitrage condition in eq. (15) does not take a constant term
into account because a constant term would have the interpretation of transaction costs. However,
a constant term cannot be neglected in the empirical analysis that starts from eq. (15) and (16). If
two exchange rates are cointegrated in an efficient market environment, i.e. the cointegration vector
is (1,−1), the left hand side of eq. (15) will be the error correction term as long as the values of s12t

and s13
t coincide at each point in time. If they differ, it will be necessary to introduce a constant

term that reflects the difference in their levels.32 Hence, the constant term is necessary to generate
s12
t from s13

t or vice versa in that case. Consequently, a constant term that represents a non-zero
mean has to enter the cointegration equation, i.e. the error correction term. Thus, model 1 is to
apply instead of model 2. In the formulation of model 1, the cointegration relationship consists of

ect = µ0 + s12
t − s13

t . (21)

In this formulation, µ0 is assumed to be deterministic, i.e. the non-zero mean does not change over
time. The cointegration vector β consistent with EMH does not change but the error correction
term is amended by a constant term, α(β′Xt−1 +µ0) with β′ = (1,−1). The no-arbitrage condition
still remains the same.
Furthermore, a time trend in levels cannot be excluded a priori. Situations with a time trend in
levels can coincide with market efficiency. As long as no answer is given to the open questions
concerning the intercept and the time trend in levels, all three cases must be taken into account:
30Concerning the linear trend, they argue that the linear trend can be seen as a ”market drift which may not be

predictable”, Lajaunie et al. (1996), pp. 557-561.
31As already mentioned, Haug et al. (2000) investigate a different issue and thus use the Deutsche Mark and ECU

respectively as the base currency.
32In this respect, the constant term represents a non-zero axis intercept.
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non-zero mean in the error correction term, zero mean, and time trend in levels. Basically, the coin-
tegration vector must assume the form described in equ. (15) if the market, despite cointegration,
is efficient. If a time trend is present and if cointegration cannot be rejected, the coefficient must
take the aforementioned forms. In order to obtain the correct model, statistical inferences must be
made carefully first. The following three relevant models are based on Johansen (1991, 1992a, 1994)
and bear in mind the critique of Diebold et al. (1994).33

Model 1: non-zero mean in ect

∆Xt =
k−1∑
i=1

Γi∆Xt−i + ΠXt−1 + εt. (22)

with ΠXt−1 = α(β′Xt−1 + µ0).
Model 1 represents equ. (15) with a non-zero mean, i.e. an intercept in the cointegration relation-
ship. The constant term is assimilated into the error correction term.

Model 2: zero mean

∆Xt =
k−1∑
i=1

Γi∆Xt−i + ΠXt−1 + εt. (23)

with ΠXt−1 = αβ′Xt−1.
Model 2 is the original model proposed by Johansen (1988) without any deterministic components.

Model 3: linear trend in levels

∆Xt =
k−1∑
i=1

Γi∆Xt−i + ΠXt−1 + µ+ εt. (24)

with ΠXt−1 = αβ′Xt−1.
Finally, model 3 takes a linear trend in levels into account.

5 Empirical Results

5.1 Descriptive statistics

The period under observation runs from 4 January 1999 to 29 December 2006 and covers the daily
exchange rates of the US-Dollar expressed in foreign currencies. Overall, the seven most important
exchange rates in the world are used: the Australian Dollar (AUD), the Canadian Dollar (CAD), the
Swiss Franc (CHF), the British Pound Sterling (GBP), the Euro (EUR), the Japanese Yen (JPY),
and the Swedish Krona (SEK).34 All daily exchange rates are converted by taking the natural
logarithm. The data are taken from the database of the Federal Reserve Bank of St. Louis and are
noon buying rates in New York City.
Figure 1 depicts the daily exchange rates for the USD (USD in foreign currencies) normalised to
the corresponding exchange rate on 4 January 1999. As can be seen, there is a parallel movement
between some of the exchange rates. A narrower trend can be observed particularly since the
beginning of 2002. The CHF, GBP and EUR especially seem to co-move over the mentioned time
period. Of the four exchange rates mentioned above, the JPY is the only one that exhibits a slightly
different movement.
33The given models are equivalent to the hypothesis formulated in equ. (20).
34The abbreviations refer to the USD expressed in units of foreign currency.
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5.2 Unit Root Tests

Before the cointegration analysis can be carried out, it must be first controlled for the statistical
requirements for the existence of a cointegration relationship. On this account, unit root tests
are applied to all exchange rates in natural logarithm. In doing so, we expect that the order of
integration is one because many studies dealing with the foreign exchange market could show a unit
root in levels (e.g. Meese and Singelton (1982)). For this purpose, three unit root tests are taken.
The Phillips-Perron (PP) test, the KPSS-test by Kwiatkowski et al. (1992), and the DF-GLS test
by Elliott et al. (1996) are applied to the exchange rates in levels and in first differences.35 The
critical values for the PP test are taken from MacKinnon (1991).
The results of the unit root tests are depicted in table 1. Both the PP and the DF-GLS test are not
able to reject the null hypotheses of a unit root in levels. In addition, the PP test rejects the null
hypothesis of a unit root in first differences in all cases. With the exception of the EUR exchange
rate for first differences the KPSS test confirms the results of the PP test. Contrary to the PP test
and the KPSS test, the DF-GLS fails to reject the null hypothesis of non-stationarity for JPY, CAD
and SEK but is able to reject a unit root for the EUR in first differences at the 5% significance
level. Since the KPSS test is not able to reject stationarity for first differences with a small test
statistic for the exchange rates JPY, CAD and SEK, all exchange rates are treated as first difference
stationary, that is to say, the levels only contain a unit root. Based on this result, a cointegration
analysis can be applied to the exchange rates.

5.3 Bivariate Cointegration Analysis

The results of the bivariate cointegration analysis are presented in table 2.36 As can be seen, the
null hypothesis of no cointegration can be rejected for model 1 for the exchange rate pairs EUR-
GBP, EUR-AUD, GBP-CHF, GBP-AUD and GBP-SEK at the 5% level. Only in the case of the
EUR-GBP pair does the rejection take place for the trace statistic. For model 2, only one rejection
occurs for the pair CHF-AUD, again at the 5% level for both statistics. As far as rejection is con-
cerned, model 3 basically shows the same results with the exception of EUR-CHF. Here, the null
hypothesis can be rejected at the 5% level for both statistics. In the cases of the EUR-GBP and
EUR-AUD, the rejection is significant at the 1% level. For all other exchange rate combinations,
the null hypothesis of no cointegration cannot be rejected, at least at the 5% level. Model 1 (model
3) can show five (six) rejections of the null hypothesis of no cointegration, whereas model 2 only
exhibits one. Contrary to earlier findings, a model with the inclusion of a constant (meaning either
intercept or a linear trend in levels) as preferred by Diebold et al. (1994), Baillie and Bollerslev
(1994), and Barkoulas and Baum (1997) can reject no cointegration.
For all pairings, heteroscedasticity cannot be rejected, i.e. significant ARCH effects are present. As
Gonzalo (1994) and Rahbek et al. (2002) demonstrate, the Johansen procedure is quite robust in
the case of heteroscedasticity while Lee and Tse (1996) show that ARCH effects have the tendency
to overreject the null hypothesis of no cointegration but within a small magnitude. Although Che-

35The KPSS test and the DF-GLS test take the fact that the traditional (augmented) Dickey-Fuller test (ADF) test
sometimes performs poorly into account. The DF-GLS test is more efficient than the traditional ADF test whereas
the KPSS has the opposite formulation of the null hypothesis (stationarity vs. non-stationarity).

36The lag selection for the VAR is predominantly based upon the Schwartz-information criterion (SIC). See Reimers
(1992), Cheung/Lai (1993), Ho/Sorensen (1996) and Gonzalo/Pitarakis (1998) for the reasons. Since the null
hypothesis of no cointegration is more frequently rejected if the VAR is misspecified because of a lag length that is
too short, it is only necessary to examine these results more closely where the null hypothesis of no cointegration
could be rejected. In these cases, the lag length is adjusted by eliminating serial correlations. As long as serial
correlation is still present in the residuals, the lag length is increased. To determine serial correlation, a LM test is
taken.
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ung and Lai (1993) suggest primarily using the trace statistic in these cases, we also rely on the
maximum eigenvalue statistic. The reason is that Johansen and Juselius (1990) generally prefer to
use it because of the precise distinction between the hypotheses. Taking the critique of Cheung
and Lai (1993) and the findings of Lee and Tse (1996) into account, the significance level of 10% is
omitted. Bearing in mind the problems with heteroscedasticity, the rejection at the 5% significance
level should be firm evidence in favour of cointegration.
In order to evaluate the market efficiency, the corresponding VECM of each pair has to be esti-
mated. However, before the results are given, the correct model has to be filtered out. Therefore, a
likelihood-ratio test, as proposed by Johansen und Juselius (1990) and Johansen (1994), is carried
out. The LR−test is a nested model test, meaning that it is investigated if model 1 is included in
model 3. Thus, the LR−test is contemporaneously a test for the absence of a linear trend. If model
1 is included in model 3, the absence of a linear trend cannot be rejected, i.e. there is evidence
against a linear trend in levels. The test statistic is

−2 lnQ(H1(r)|H3(r)) = −T
p∑

i=r+1

ln{(1− λ̂1
i )/(1− λ̂3

i )}. (25)

and it is asymptotically distributed as χ2 with (p− r) degrees of freedom (Johansen, 1994, p. 213
and p. 217).
The results are presented in table 3. As can be seen, the null hypothesis cannot be rejected for all
currency pairs. In this regard, model 1 represents the data more accurately.
Similarly, a test can be conducted to test the absence of the constant term in the CIV. This test
is carried out in the same fashion as the previous one. Again, a LR−test can be used where it is
being tested if model 2 is included in model 1. A rejection shows evidence in favour of a significant
constant in the cointegration vector and in favour of non-zero mean. The test statistic is given

−2 lnQ(H2(r)|H1(r)) = T
r∑

i=1

ln{(1− λ̂2
i )/(1− λ1

i )} (26)

and it is asymptotically distributed as χ2 with r degrees of freedom.
Examining the results depicted in table 3 reveals that a non-zero mean cannot be neglected and
Model 1 and model 2 are not equivalent. Following Diebold et al. (1994), model 1 should be
preferred, as should the correct critical values as emphasized by Johansen (1995) (p. 163). Returning
to the cointegration test, it seems obvious that five cointegration relations exist in the bivariate
investigation.
Based on the outlined findings, stronger co-movements seem to prevail amongst the pairs EUR, GBP,
AUD, CHF and SEK. For the JPY, the null hypothesis is broadly rejected. The estimation results
will be interpreted later. Table 4 presents the estimated µ coefficients and both the adjustment
coefficients α and the cointegration parameters β. As presented in column 2, all constant terms
within the error correction term are statistically different from zero. All cointegration parameters
are statistically speaking significantly different from zero at the 1% level (column 4) and have the
correct sign implied by the no arbitrage condition. In columns 5 and 8 for model 2 respectively,
the no arbitrage condition is tested directly. This is done by restricting the cointegration vector
corresponding to the no arbitrage condition. Therefore, the cointegration vector is linearly restricted
so that

Hβ : β = Hφ (27)
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where H is a p × s matrix of known parameter with s the number of unrestricted cointegration
parameters. Hence, it is assumed that r ≤ s ≤ p, such as in the case of r = s where the cointegration
space is completely specified and in the case of r = p where the cointegration space is free of
restrictions. The unknown parameters in the s× r matrix φ has to be estimated. H is assumed to
be orthogonal to a matrix R, so that H = R⊥ and hence

Hβ : R′β = 0. (28)

The unrestricted cointegration vector in equ. (17) is replaced by φ such that

∆Xt =
k−1∑
i=1

Γi∆Xt−i + αφ′Xt−1 + µ+ ΦDt + εt (29)

results. Equ. (29) is used to proceed with the usual Johansen procedure (Johansen, 1988, 1991).
Having solved the eigenvalue problem, the restricted model can be tested against the unrestricted
one. To test market efficiency, the restrictions from equ. (15) enter the matrix H. The explicit test
for market efficiency is thus a LR−test that becomes

−2 lnQ(Hβ(r)|H(r)) = −T
r∑

i=1

ln{(1− λ̂β
i )/(1− λi)} (30)

and is asymptotically distributed as χ2 with r(p− s) degrees of freedom (Johansen, 1995, p. 107).
The non-rejection of the null hypothesis supports market efficiency. However, this can only be
verified for the EUR-AUD and GBP-CHF pairings, the latter of which only with a p-value of 0.052.
For all of the others, the correct cointegration vector is rejected. In addition, all constant terms are
significantly different from zero with regard to the intercept. All constant terms are positive except
that for the EUR-GBP pair. Here it is negative.
The adjustment coefficients are listed in column 3. Not all of them are statistically significant and
they also partly have the wrong sign. Usually, in a correctly specified VECM, the α coefficient of
the variable which stands in the first line in the cointegration vector must have a negative sign. All
succeeding adjustment parameters should have a positive sign. The reason is that if the first variable
exceeds its value implied by the long-run relationship, an adjustment to the long-run equilibrium
occurs in following periods. Hence, it has to decrease in order to converge to the equilibrium
relationship. Equally, the second variable has to increase and, thus, the sign of the adjustment
coefficient has to be positive.
Only two currency pairs exhibit the correct signs (EUR-CHF and GBP-AUD). However, besides the
sign, the significance of the adjustment coefficient is also important. If the adjustment coefficient
is not statistically different from zero, the corresponding endogenous variable will not participate
in the adjustment process. Thus, the complete adjustment to long-run equilibrium runs via the
second endogenous variable. Engle et al. (1983) introduced the concept of weak exogeneity in this
context. For a pair of currencies, the weak exogeneity of the first one would mean that the second
currency carries the burden of the whole adjustment process. Johansen (1992b, 1992c) examines
these cases closely. He establishes that weak exogeneity can be tested using simple t−tests if
only one cointegration relation is present (needless to say that this is the maximum number of
cointegration vectors in a bivariate setting). Alternatively, he proposes a likelihood-ratio test that
uses a restriction of the corresponding adjustment coefficients very similar to the test for a restricted
cointegration space and tests the restricted model against the original one. As is shown by Johansen
and Juselius (1990), the α matrix is linearly restricted by matrix A with A as a p × s matrix of
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known parameters. The hypothesis is formulated as

Hα : α = Aψ (31)

and with ψ a s × r matrix of unknown parameters that shall be estimated. s is the number of
the remaining adjustment coefficients, i.e. the number of unrestricted coefficients or equivalently,
the rank of the matrix A, so that m is the number of restrictions and r the rank of β with s ≥ r.
This means, the number of unrestricted coefficients must be greater than or equal to the number of
cointegration vectors. Alternatively, the hypothesis Hα can also expressed as

Hα : R′α = 0. (32)

In this formulation, the idea behind the test becomes much clearer. R is a p× (p− s) matrix that
satisfies the condition R = A⊥, i.e. R is orthogonal to A such that R′A = 0. It consists of the
number of restrictions that restricts α to zero. The unrestricted α−matrix in equ. (17) is replaced
by ψ so that

∆Xt =
k−1∑
i=1

Γi∆Xt−i + ψβ′Xt−1 + µ+ ΦDt + εt (33)

results. Equ. (33) is used to proceed with the usual Johansen procedure (Johansen, 1995, pp.
124-127). With the results of this procedure at hand, the restricted model can be tested against
the unrestricted one. The likelihood ratio test therefore becomes

−2 lnQ(Hα(r)|H(r)) = −T
r∑

i=1

ln{(1− λ̂α
i )/(1− λi)} (34)

and is asymptotically distributed as χ2 with r(p− s) degrees of freedom (Johansen/Juselius, 1990,
p. 200) or with the number of weakly exogenous variables with rm (Juselius, 2006, p. 195). A
failure to reject the null hypothesis that the restricted model is included within the unrestricted
model supports weak exogeneity.
In table 4, the asterisks refer to the usual t−test. Table 5 presents the results of the LR−test. The
results of both types of tests coincide. After taking weak exogeneity into account, only the foreign
exchange rate pairing EUR-GBP and GBP-CHF exhibits the wrong sign for the adjustment coeffi-
cient referring to the EUR and the CHF respectively. It should be mentioned that the hypothesis
of weak exogeneity can only be rejected at the 5% level for the EUR contrary to the 1% level in all
other cases.37 The CHF for the pairing GBP-CHF is weakly exogenous.
Summarizing the results reveals that for the pairs EUR-CHF the CHF, EUR-AUD the EUR, the
GBP-AUD the AUD, the GBP-SEK the SEK, and CHF-AUD the CHF are weakly exogenous. But
what does that mean economically with respect to the long-run relationship and the adjustment
between the exchange rates? This will be explained using the EUR-AUD pairing where the EUR is
weakly exogenous. If the Euro appreciated (a fall in st), the Australian Dollar would appreciate as
well in order to adjust to the long-run equilibrium. Thus, an appreciation of the Euro would cause
an appreciation of the Australian Dollar. Alternatively, an appreciation of the Australian Dollar
without a change in the EUR would cause the Australian Dollar to depreciate again. Although
the cointegration vector fulfils the no arbitrage condition, the AUD reacts to changes in the EUR.
Consequently, the EUR and the AUD are not different assets.
37Except the EUR-CHF where the CHF- α−coefficient is not significant and the EUR α−coefficient only at the 5%

level
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In addition to that, the results based on the Johansen approach imply that the CHF is weakly
exogenous in the pairing with the EUR. The result should be challenged by examining the turnover
of the EUR on the international foreign exchange market. In 2004, the EUR had a share of 28%
compared to a share of 4% for the CHF (BIS, 2005, p. 10). The same argument can be extended to
the pairings GBP-AUD and GBP-SEK. Generally, the GBP seems to be endogenous whereas the
second exchange rate weakly exogenous. Since the GBP has a higher share in the global exchange
market than the AUD, CHF and SEK, these results should be the subject of further investigations.
The same can be said of the wrong sign of the adjustment coefficients for the pairings EUR-GBP
and GBP-CHF.

5.4 Cointegration and Structural Breaks

Since the evidence in favour of cointegration (or in favour of the rejection of no cointegration) is far
from striking, the robustness of the results must be verified. For this reason, an additional cointe-
gration test that explicitly takes a structural change into account is provided. The test developed by
Gregory and Hansen (1996) (hereafter GH) stands in the tradition of residual-based cointegration
tests in the Engle/Granger mould. As described in an earlier section, the Engle/Granger approach
uses residuals from the regression of one variable to the other one to test for unit roots. Stationary
residuals are consistent with cointegration. The GH test accounts for one structural change that
occurs at an unknown time. For the investigation, only two of the three models proposed by GH
shall be used here with regard to the previous considerations concerning the market efficiency hy-
pothesis. The estimation equations are presented below:

Model level shift :

yt = µ1 + µ2φtτ + βxt + et (35)

Model regime shift :

yt = µ1 + µ2φtτ + β1xt + β2xtφtτ + et (36)

with

φtτ =

0 if t ≤ [nτ ]

1 if t > [nτ ]
(37)

where τ is unknown and expresses the occurrence of the structural break (Gregory/Hansen, 1996,
pp. 102/103).38 GH start with a simple regression equation where a constant term (µ1) is included
similar to the one in the EG-approach and given in equ. (1). In the first model, the constant term is
allowed to change at an unknown time (µ2φtτ ). According to GH this model is labelled ”level shift”.
Economically, the change in the constant term would mean, that the mean of the cross rate have
abruptly changed. Referring to the models outlined in the previous section, this model corresponds
to model 1. In the second model provided by GH, besides the constant term the cointegration
coefficient (β1) is also allowed to change. The expression β2xt reflects the change in β1. This model
corresponds to the regime shift model in their contribution.39 GH suggest estimating the model and
checking for unit roots in the error term whilst taking into account a dummy variable. Therefore,

38The parameter τ ∈ (0, 1) can be seen as the timing of the relative change point, as Gregory/Hansen (1996) write.
39Besides these two models, GH also proposed a model with a linear trend where the constant term varies. This

setting should be neglected due to the linear trend in the cointegration equation.
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the dummy variable is allowed to vary successively over a specific range. For each potential break
point, the cointegration test statistic is computed and the point in time is selected when the test
statistic achieves its minimum value. This point in time determines the structural change and the
test statistic is compared with the critical values as proposed by GH that are based upon the ADF
critical values. Similarly, as in the EG approach, if the test statistic is below the critical value, the
null hypothesis of no cointegration can be rejected in favour of the hypothesis cointegration with
one endogenous regime shift.
Since the same problems arise, applying the GH test with respect to the choice of the correct depen-
dent and independent variables as in the EG case, the test is carried out with an alternative setting.
The results are displayed in table 6. As can be seen, the null hypothesis of no cointegration can
again only be rejected for six pairings. Confirming the weak evidence in favour of the rejection of no
cointegration by applying the Johansen procedure, this is not the case for the pairings GBP-CHF
and GBP-AUD. There is only a weak rejection for the EUR-CHF pair in one setting. Thus, it can be
concluded that cointegration is not present in the aforementioned pairs, even taking a break in the
constant term or the cointegration parameter into account. A strong rejection of the null hypothesis
can be considered for the pairing GBP and SEK both in the case of a break in the intercept and in
the cointegration parameter. For both cases, a break is estimated to occur at the end of 2003 or the
beginning of 2004. Since the results do not change in the second case, we can conclude that only
a change in the constant term is important. For the pairing EUR-AUD, both specifications yield a
rejection of the null hypothesis. However, the dates of the breakpoint differ significantly. Even the
estimated breakpoints do not coincide in the level shift model. It can be concluded that a change in
the cointegration parameter is important. With respect to the findings of the Johansen approach,
the result for the pairing GBP and EUR is more interesting, especially as both currencies rank
amongst the most important ones. While no cointegration against the alternative of cointegration
in the face of a break in the intercept can only be rejected at the 5% level for the case where the
EUR is the independent variable, evidence in favour of cointegration with breaks both in levels and
the cointegration parameter is much more striking. The potential break dates back to the beginning
of 2003. Contrary to the Johansen approach, the GH approach is able to reject the null hypothesis
for the pairing EUR and SEK with a similar date for the structural break in both settings. Here,
the breakpoint is estimated to occur at the end of 2000 and the beginning of 2001. For the pair-
ings EUR-CHF and CHF-AUD, the null hypothesis of no cointegration can only be rejected in one
case for each pair. Since the evidence in favour of the rejection based on the 5% level is weak, it
is seen evidence against cointegration. Finally, the GH approach reveals that the null hypothesis
of no cointegration can be rejected for four pairings. Since the estimation of the VECM for the
pairing EUR-AUD has already shown the consistency with EMH, two sub-periods have to be inves-
tigated more carefully for the remaining pairings, namely the EUR-GBP, EUR-SEK and GBP-SEK.

5.5 Sub-periods for the EUR-GBP, EUR-SEK and the GBP-SEK pairings

Based on the estimated breakpoint of the GH approach, it is assumed that the break for the EUR-
GBP pair occurred at the end of 2002 or at the beginning of 2003, for the GBP-SEK at the beginning
of 2004 and for the EUR-SEK at the beginning of 2001. Hence, the complete samples are divided
into two sub-samples. Beginning with the EUR-GBP, the first starts on 4 January 1999 and ends on
31 December 2002. Consistently, the second sub-sample runs from 3 January 2003 to 31 December
2006. The results of the complete cointegration analysis and VECM estimation for the EUR-GBP
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pairing are summarized in table 7. As we can see, the null hypothesis of no cointegration can be
rejected at the 5% level in the first period for model 1 and model 3.40 For the second period, the
rejection of the null hypothesis of no cointegration is robust at the 1% level for model 1 and model
3. Surprisingly, the hypothesis of at least one cointegration vector is also rejected for model 3 at
the 5% level.41 For both periods, LR−tests are carried out to find the correct model. Similar to the
results of the complete period, model 1 is the correct one in comparison to model 3. Therefore, the
results for model 3 can be neglected. Again, the constants are both significantly different from zero
and negative and the cointegration parameter has the correct signs. As we can see very clearly, the
absolute value of the cointegration parameter for the GBP is greater than one in the first period and
less than 1 in the second period, confirming the evidence for a structural break indicated by the GH
test. Nevertheless, the restricted model with respect to the cointegration vector cannot be rejected
marginally for both periods; for the first period with a p-value of 0.054 and for the second period
with a p-value of 0.067. The magnitude of the constant terms and hence the mean of the cross rate
is halved from the first to the second period reflecting a level shift of the cross rate. Contrary to the
estimation of the whole period, in both sub-samples the adjustment coefficient for the EUR is not
statistically different from zero and the corresponding null for the GBP can be rejected very clearly
at the 1% level. The LR−test for weak exogeneity supports these results. It can be shown that for
both sub-periods the EUR is weakly exogenous, although the restricted αGBP can only be rejected
at the 5% level. The speed of adjustment is higher in the second period than in the first. 50%
of a shock to long-run equilibrium is cancelled out after 7.5 weeks in the first period and 5 weeks
in the second period.42 Appreciations of the Euro seem to cause the British Pound to appreciate
as well. Alternatively, appreciations of the British Pound would in turn result in depreciations of
the British Pound. In addition, the cointegration vector corresponds to the no arbitrage condition
in both sub-samples but with weak evidence. Consequently, it can be stated that the market is
efficient despite cointegration, although the evidence is weak.
The results of the closer investigation of the two sub-samples for the EUR-SEK pairing are given in
table 8. Again, model 1, taking a non-zero mean into account, represents the model more accurately
than model 3. Hence, the null hypothesis of no cointegration can only be rejected for the second
sub-sample. For this period, the cointegration vector is consistent with EMH and the market can
be regarded as efficient. Nevertheless, the results are very fragile because not the EUR but the
SEK is weakly exogenous and the corresponding hypotheses regarding the EUR are only slightly
rejected at the 5% level. In addition, the results would show that the most traded exchange rate in
the world, namely the Euro-U.S. Dollar exchange rate, is influenced by the less important SEK. In
addition, the adjustment speed is lower than for the paring EUR-GBP. The results regarding the
EUR-SEK pairing should be challenged.
A similar argumentation can be applied to the GBP-SEK pairing. A closer look at the two sub-
periods for the GBP-SEK pairing depicted in table 9 yields a broad non-rejection of the null hy-
pothesis of no cointegration in the first period. Complementary to the EUR-SEK pairing, the null
hypothesis can only be rejected for the second sub-sample and only for models 1 and 3. As we can
see from examining the relevant LR−test, model 1 represents the data the most accurately. The
cointegration vector has the correct signs but the hypothesis of the restriction of the cointegration
space with respect to EMH can be rejected. As a result, it can be stated that for the GBP-SEK
40Here, the rejection takes place at the 1% level for the trace statistic.
41For model 2 the null hypothesis can be rejected in the second period but only at the 5% level. Since the levels of

the EUR and the GBP do not coincide, model 2 can be neglected.
42Equation to apply: t = ln (1−x)

ln (1−α)
, with α as the adjustment coefficient and t as the time required for a shock to

dissipate by x percent.
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pairing EMH does not hold in the second period. Here, the SEK seems to be weakly exogenous.
The t−statistic for the GBP is significant at the 1% level and the corresponding LR−test of weak
exogeneity provides a strong rejection of the hypothesis as can be seen from the p-value of nearly
zero. The LR−test supports slightly weak exogeneity with respect to the SEK (with a p-value of
0.06) whereas the t−test rejects the hypothesis that the αSEK− coefficient is significantly different
from zero at the 5% level. Therefore, the negative sign is important and not consistent with the
expected adjustment process.
Subsequently, the market efficiency should be questioned due to the weak exogeneity of the SEK
in the cases of EUR-SEK and GBP-SEK because of the minor economic importance of the SEK.
Regarding the weak exogeneity of the EUR for the pairing EUR-GBP, the results indicate that the
EUR only acts independently for the last case. Bearing in mind the higher weight of the EUR
and the GBP on the foreign exchange market, the results for the EUR-SEK and the GBP-SEK
pairing are surprising. Therefore, finding cointegration based on the Johansen approach should be
challenged and treated with caution for these two cases whereas the findings for the EUR-GBP pair
are rather robust.
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6 Conclusion

In this paper, the foreign exchange market is tested for cointegration between pairs of daily foreign
exchange rates. The period of observation covers the introduction of the Euro and the most recent
period of floating exchange rates thereafter. Motivated by an argument provided by Granger (1986),
a market is not efficient if cointegration between pairs of exchange rates can be considered because
the observation of cointegration means the predictability of at least one exchange rate.
The empirical analysis draws on the Johansen (1988, 1991) approach. It is shown that the null
hypothesis can be rejected for most of the exchange rates. Only for seven exchange rate pairs
can the hypothesis of no cointegration be rejected on the basis of weak evidence. A likelihood-
ratio test for the correct model shows that, except for one pairing, a model specification with a
constant term in the error correction term represents the best fit. These results partly contradict
and clarify the results by Diebold et al. (1994), Barkoulas and Baum (1997), and many more. In
the bivariate analysis, these results prove that a linear trend is not present. The estimation of the
vector error correction model illustrates that the cointegration vector is only consistent with market
efficiency in two cases. In all other cases, the rejection of the correct cointegration vector would
imply an inefficient market. After the application of the Gregory-Hansen cointegration test, no
cointegration can only be rejected for the pairings EUR-GBP, EUR-SEK, GBP-SEK and EUR-AUD.
Since the estimation results of the Johansen approach for the EUR-GBP pair are not convincing
with respect to the wrong sign of the adjustment parameters, the break point estimated by the
Gregory-Hansen approach is used to generate two sub-samples. The results of the applied Johansen
test and the estimated coefficients of the VECM for these two sub-samples are more striking than
for the overall period of observation. It can be shown for the EUR-GBP paring that the rejection
of no cointegration is much more robust for both periods (4 January 1999 to 31 December 2002 and
3 January 2003 to 31 December 2006). For both sub-periods market efficiency cannot be rejected.
It is noteworthy that in both cases the EUR is weakly exogenous. Hence, the causality runs from
EUR to GBP. Consequently, the EUR/USD and the GBP/USD exchange rates are not different
assets whereas the EUR/USD exchange rate influences the GBP/USD exchange rate. Based on
bivariate cointegration analysis, the conclusion can be drawn that the foreign exchange market is
broadly consistent with market efficiency in the sense of Granger (1986). Only for a small number of
exchange rate pairings can the null hypothesis of no cointegration be rejected. As a result, it can be
considered that the introduction of the Euro has not resulted in an inefficient market. Information
regarding the development of one exchange rate cannot be taken from the past realisations of a
different exchange rate to earn excess returns, although the Australian Dollar, the British Pound
Sterling, and the Swedish Krona seem to be linked to the Euro. The factors that have caused the
cointegration relationship should be the subject of future research.
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A Appendix

Figure 1: Daily exchange rates of the USD (USD in foreign currencies) standardised on the
EUR/USD exchange rate on 4 January 1999
Source: Federal Reserve Bank of St. Louis (2007).
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Table 1: Unit Root Tests for the USD exchange rates
Unit Root Tests for the USD exchange rates

PP test DF-GLS test KPSS test
First differences Statistica Lags Statisticb Lags Statisticc

EUR/USD -44.751** 25 -2.000* 11 0.466*
GBP/USD -43.994** 25 -6.043** 41 0.276
JPY/USD -46.103** 24 -1.123 19 0.062
CHF/USD -46.352** 25 -4.117** 6 0.261
AUD/USD -43.61** 25 -1.989* 29 0.221
CAD/USD -44.763** 25 -1.83 34 0.162
SEK/USD -44.300** 25 -1.716 39 0.309

Levels

EUR/USD -0.573 4 -0.731 30 4.52**
GBP/USD -0.514 4 -0.595 30 4.46**
JPY/USD -2.162 4 -1.928 29 0.65*
CHF/USD -0.800 4 -0.839 30 5.07**
AUD/USD -0.553 7 -0.411 30 4.06**
CAD/USD -0.367 1 0.513 30 5.24**
SEK/USD -0.588 1 -0.743 30 3.57**

a Critical values are taken from MacKinnon (1991): 5% -2.86, 1% -3.43.
b Critical values are given by Elliot et al. (1996): 5% -1.95, 1% -2.58.
Number of lag is chosen by using the modified AIC (MAIC) by Ng/Perron (2001).
Maximum lag number chosen by Schwert (1989) criterion.
c Critical values are given by Kwiatkowski et al. (1992): 5% 0.463, 1% 0.739.
Autocovariances weighted by Bartlett kernel.
* Statistical significance at the 5% level, ** at the 1% level.
For the PP test and the DF-GLS test the series contain a unit root under the null
whereas the KPSS test assumes stationarity under the null.

Table 2: Test for bivariate cointegration using the Johansen approach
Johansen Cointegration Testa

T=2011 Model 1: Model 2: Model 3:
constant in CI no constant linear trend in levels

USD lb H0 : r ≤ λtrace λmax λtrace λmax λtrace λmax
EUR

GBP 3 0 21.1981* 20.1295* 2.3595 2.1488 20.6314** 19.5908**
1 1.0686 1.0686 0.2106 0.2106 1.0406 1.0406

JPY 2 0 7.9216 7.3258 0.6793 0.6498 7.5837 7.3251
1 0.5959 0.5959 0.0295 0.0295 0.2587 0.2587

CHF 3 0 17.2939 14.6374 4.0165 3.9528 17.0814* 14.5754*
1 2.6565 2.6565 0.0637 0.0637 2.506 2.506

AUD 3 0 19.8491 19.3666* 2.0315 1.5521 19.2571* 18.9967**
1 0.4825 0.4825 0.4794 0.4794 0.2604 0.2831

CAD 2 0 11.0619 10.1813 3.323 3.1001 9.3171 9.3141
1 0.8806 0.8806 0.2229 0.2229 0.003 0.003

SEK 2 0 6.9943 6.1989 1.1052 0.8614 6.7434 6.0854
1 0.7954 0.7954 0.2438 0.2438 0.658 0.658

GBP
JPY 2 0 6.294 5.4315 1.222 0.8775 5.5427 5.406

1 0.8624 0.8624 0.3447 0.3447 0.1367 0.1367
CHF 2 0 18.2949 15.7678* 3.2622 2.985 17.7693* 15.2471*

1 2.5271 2.5271 0.2772 0.2772 2.5222 2.5222
AUD 2 0 17.1242 16.253* 1.0094 0.8945 16.3642* 16.2326*

1 0.8712 0.8712 0.1149 0.1149 0.1316 0.1316
CAD 2 0 9.9766 8.0597 2.1375 1.993 8.0827 8.0553

1 1.9169 1.9169 0.1445 0.1445 0.0274 0.0274
SEK 2 0 16.6973 16.0294* 0.8908 0.725 16.1741* 15.7683*

1 0.6679 0.6679 0.1658 0.1658 0.4058 0.4058
JPY

CHF 2 0 6.958 6.1052 0.9355 0.9037 6.6186 6.1047
1 0.8527 0.8527 0.0318 0.0318 0.5139 0.5139

AUD 2 0 9.5237 8.2631 1.2908 1.2892 8.6917 8.2457
1 1.2606 1.2606 0.0016 0.0016 0.4459 0.4459

CAD 2 0 7.4805 5.3118 2.1834 2.1712 5.4641 5.3028
1 2.1686 2.1686 0.0123 0.0123 0.1613 0.1613

SEK 2 0 11.8501 10.8277 1.319 1.1423 11.4192 10.8202
1 1.0224 1.0224 0.1766 0.1766 0.599 0.599

CHF
AUD 4 0 14.1742 13.1891 13.6315* 13.1803* 13.5534 12.7338

1 0.9852 0.9852 0.4512 0.4512 0.8196 0.8196
CAD 2 0 9.6006 8.8564 9.0747 8.3486 7.8541 7.7306

1 0.7442 0.7442 0.7261 0.7261 0.1235 0.1235
SEK 2 0 8.914 6.9663 3.3578 3.0515 8.6466 6.7654

1 1.9477 1.9477 0.3063 0.3063 1.8812 1.8812
AUD

CAD 2 0 7.5157 6.1153 7.0242 5.6241 5.7541 5.6611
1 1.4003 1.4003 1.4001 1.4001 0.093 0.093

SEK 2 0 19.7392 19.134 1.1876 1.1275 19.1403 18.9276
1 0.6052 0.6052 0.0601 0.0601 0.2127 0.2127

CAD
SEK 2 0 8.3748 7.2695 2.3413 1.983 6.6244 6.6069

1 1.1053 1.1053 0.3583 0.3583 0.0175 0.0175

∗ Rejection of the nullhypothesis at the 5% significants level.
∗∗ Rejection of the nullhypothesis at the 1% significants level.
a Critical values from Johansen/Juselius (1990) and Osterwald-Lenum (1992).
b Determination of the lag length (l) based on SIC and in the face of remaining serial correlation on the basis of
the Lagrange-Multiplier (LM) tests for autocorrelation in the residuals of the underlying VAR.
λtrace refers to the trace statistic and λmax refers to the maximum eigenvalue statistic. see Johansen (1988, 1991).
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Table 3: Test on model specification of the VECM
Test on model Specificationa

Test on the absence of a linear trend Test on the absence of the constant in the CIV
Model 1 in Model 3 Model 2 in Model 1
−2 ln Q(H1(r)|H3(r)) = −2 ln Q(H2(r)|H1(r)) =

−T
Pp

i=r+1 ln

�
(1−λ̂1

i )

(1−λ̂3
i )

�
T
Pr

i=1 ln

�
(1−λ̂2

i )

(1−λ̂1
i )

�

EUR GBP 0.02 17.981**

EUR CHF 0.14 10.685**

EUR AUD 0.22 17.815**

GBP CHF 0.02 12.783**

GBP AUD 0.723 15.358**

GBP SEK 0.26 15.304**

∗ Rejection of the null hypothesis at the 5% significance level.
∗∗ Rejection of the null hypothesis at the 1% significance level.
a Critical values 3.84 for 5% and 6.63 for 1% significance level.

Table 4: Estimation of the VECM
Estimation of the VECM: Adjustmentcoefficients and Cointegration Vector

Model 1: non-zero mean Model 2: no constant
µ0 α β LR(1,−1)a α β LR(1,−1)a

(1) (2) (3) (4) (5) (6) (7) (8)
EUR 0.009* 1 11.369**
GBP -0.628** 0.015** -1.405** (0.001)

EUR -0.009* 1 5.512*
CHF 0.494** 0.005 -1.17** (0.019)

EUR 0.001 1 1.007
AUD 0.481** 0.014** -0.93** (0.316)

GBP -0.013** 1 3.765
CHF 0.781** -0.009* -0.781** (0.052)

GBP -0.011** 1 9.616**
AUD 0.796** 0.007 -0.673** (0.002)

GBP 2.111** -0.013** 1 6.849**
SEK -0.001 -0.757** (0.009)

CHF 0.0012 1 6.707**
AUD 0.009** -0.829** (0.01)

∗ Rejection of the null hypothesis at the 5% significance level.
∗∗ Rejection of the null hypothesis at the 1% significance level.
a Test statistic for the hypothesis of a restricted cointegration vector. P-values in brackets.
µ0 represents the intercept in the error correction term. the coefficients α and β
refer to the adjustment coefficient and the cointegration parameter respectively.

Table 5: Test for weak exogeneity
Test for weak exogeneitya

Model 1 Model 2 Model 3
LR(αi) LR(αi) LR(αi)

EUR 4.38* 4.161*
GBP 17.558** 17.022**

EUR 3.901* 3.839
CHF 0.835 0.793

EUR 0.011 0.001
AUD 14.669** 14.314**

GBP 12.51** 12.00**
CHF 3.568 3.384

GBP 7.737** 7.973**
AUD 1.574 1.725

GBP 9.96** 9.709**
SEK 0.028 0.01

CHF 0.255
AUD 11.385**

∗ Rejection of the null hypothesis at the 5% significance level.
∗∗ Rejection of the null hypothesis at the 1% significance level.
a Critical values 3.84 for 5% and 6.63 for 1% significance level.
The statistic LR(αi) refers to the adjustment coefficient
in each line that is restricted to zero.

25



Table 6: Test for structural breaks - Gregory/Hansen (1996) cointegration test
Break in Intercept Break in Intercept +

Cointegration parameter
Lagsa test statisticb Breakpoint test statisticc Breakpoint

EUR GBP 4 -4.778* 27 January 2003 -5.492** 11 March 2003
GBP EUR 4 -4.293 20 January 2004 -5.038* 17 March 2003

EUR JPY 1 -4.023 19 October 2005 -4.023 19 October 2005
JPY EUR 0 -4.023 19 October 2005 -4.023 19 October 2005

EUR CHF 0 -4.513 24 September 2001 -4.616 24 September 2001
CHF EUR 0 -4.755* 24 September 2001 -4.805 24 September 2001

EUR AUD 3 -5.056* 24 April 2002 -5.051* 24 April 2002
AUD EUR 3 -4.718* 04 January 2001 -4.771 23 October 2000

EUR CAD 0 -4.023 19 October 2005 -4.243 29 July 2002
CAD EUR 0 -4.096 17 June 2005 -4.105 30 June 2005

EUR SEK 3 -4.797* 09 January 2001 -5.427* 06 December 2000
SEK EUR 3 -4.712* 09 January 2001 -5.442* 06 December 2000

GBP JPY 3 -4.023 19 October 2005 -4.023 19 October 2005
JPY GBP 0 -4.023 19 October 2005 -4.023 19 October 2005

GBP CHF 4 -3.695 28 September 2001 -3.566 29 August 2001
CHF GBP 4 -4.361 11 June 2002 -4.363 11 June 2002

GBP AUD 0 -4.337 16 January 2004 -4.474 26 November 2004
AUD GBP 0 -4.337 02 October 2000 -4.800 02 September 2003

GBP CAD 0 3.491 24 June 2005 -3.763 06 August 2002
CAD GBP 0 -3.820 01 July 2005 -4.100 15 July 2005

GBP SEK 6 -5.775** 22 December 2003 -5.913** 22 December 2003
SEK GBP 6 -5.415** 22 December 2003 -5.422* 16 January 2004

JPY CHF 0 -3.974 19 October 2005 -3.974 19 October 2005
CHF JPY 0 -3.974 19 October 2005 -3.974 19 October 2005

JPY AUD 0 -3.974 19 October 2005 -3.974 19 October 2005
AUD JPY 0 -3.974 19 October 2005 -3.974 19 October 2005

JPY CAD 0 -3.974 19 October 2005 -3.834 02 January 2003
CAD JPY 4 -3.174 21 July 2005 -4.178 11 September 2003

JPY SEK 1 -2.870 19 October 2005 -3.588 27 November 2000
SEK JPY 0 -2.870 19 October 2005 -2.871 19 October 2005

CHF AUD 3 -4.681* 29 May 2002 -4.712 29 May 2002
AUD CHF 3 -4.017 05 April 2003 -4.010 20 November 2002

CHF CAD 0 -4.186 25 June 2002 -4.239 05 July 2002
CAD CHF 0 -3.541 01 July 2005 -3.657 17 September 2004

CHF SEK 4 -4.512 12 June 2001 -4.544 01 August 2001
SEK CHF 4 -4.238 12 June 2001 -4.330 12 June 2001

AUD CAD 3 -3.254 19 July 2005 -3.532 22 November 2002
CAD AUD 2 -3.632 19 July 2005 -4.485 08 October 2004

AUD SEK 3 -4.253 18 April 2005 -4.810 29 June 2005
SEK AUD 3 -4.215 18 April 2005 -4.534 28 October 2004

CAD SEK 3 -3.789 16 May 2005 -3.958 25 July 2005
SEK CAD 3 -3.378 29 June 2005 -3.986 01 August 2002

a The AIC is used for the lag selection.
b Critical values -5.13 for 1% significance level and -4.61 for 5% significance level.
c Critical values -5.47 for 1% significance level and -4.95 for 5% significance level.
∗ Rejection of the null hypothesis at a significance level of 5%.
∗∗ Rejection of the null hypothesis at a significance level of 1%.
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Table 7: Estimation of subperiods for the paring EUR-GBP
Estimation of subperiods for the pairing EUR-GBP
04 January 1999 - 31 December 2002 03 January 2003 - 31 December 2006
Model 1 Model 2 Model 3 Model 1 Model 2 Model 3

λtrace r = 0 21.545* 6.884 21.289** 30.352** 13.53* 28.653**
r < 0 5.670 0.019 5.497* 7.792 0.913 6.112*

λmax r = 0 15.867* 6.865 15.793* 22.560** 12.617* 22.54**
r = 1 5.678 0.019 5.497 73792.000 0.913 6.112*

Lags 5 5 5 2 2 2

αEUR 0.001 0.002 -0.002 -0.011** -0.002
αGBP 0.017** 0.017** 0.027** 0.000 0.027**

βEUR 1 1 1 1 1
βGBP -1.412** -1.416** -0.856** -0.356** 0.855**
µ -0.637** -0.297**

LR(αEUR) 0.023 0.036 0.026 5.106* 0.037
(0.878) (0.849) (0.871) (0.024) (0.848)

LR(αGBP ) 6.472* 6.652* 5.54* 0.000 6.098*
(0.011) (0.01) (0.019) (0.993) (0.014)

LR((1,−1)) 3.702 3.806 3.356 12.072** 3.518
(0.054) (0.051) (0.067) (0.001) (0.061)

LR(H1(r)|H3(r)) 0.181 1.682
LR(H2(r)|H1(r)) 9.001** 9.967**

(0.003) (0.002)

∗ Rejection of the null hypothesis at the 5% significance level.
∗∗ Rejection of the null hypothesis at the 1% significance level.
p-values in brackets.
λtrace refers to the trace statistic and λmax refers to the maximum eigenvalue statistic. see Johansen (1988, 1991)
LR(αi) is a LR test on weak exgoneity of the adjustment coefficients.
LR(1,−1) tests for a restricted cointegration vector.
LR(Hi(r)|Hj(r)) is the test statistic for testing model i against model j.

Table 8: Estimation of subperiods for the paring EUR-SEK
Estimation of subperiods for the pairing EUR-SEK
04 January 1999 - 29 December 2000 02 January 2001 - 31 December 2006
Modell 1 Modell 2 Modell 3 Modell 1 Modell 2 Modell 3

λtrace r = 0 19.269 11.165 16.810* 23.234* 2.705 21.085**
r < 0 7.539 0.963 5.331* 2.031 0.019 0.379

λmax r = 0 11.730 10.202 11.479 21.203** 2.686 20.706**
r = 1 7.539 0.963 5.331* 2.031 0.019 0.379

Lags 1 1 1 1 1 1

αEUR -0.020* -0.018*
αSEK 0.002 0.004

βEUR 1 1
βSEK -0.978** -0.978**
µ 2.174**

LR(αEUR) 3.999* 3.583
(0.046) (0.058)

LR(αSEK) 0.032 0.144
(0.857) (0.704)

LR((1,−1)) 0.741 0.698
(0.389) (0.404)

LR(H1(r)|H3(r)) 2.211 1.659
LR(H2(r)|H1(r)) 1.528 17.661**

(0.216) (0.000)

∗ Rejection of the null hypothesis at the 5% significance level.
∗∗ Rejection of the null hypothesis at the 1% significance level.
p-values in brackets.
λtrace refers to the trace statistic and λmax refers to the maximum eigenvalue statistic. see Johansen (1988, 1991)
LR(αi) is a LR test on weak exgoneity of the adjustment coefficients.
LR(1,−1) tests for a restricted cointegration vector.
LR(Hi(r)|Hj(r)) is the test statistic for testing model i against model j.
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Table 9: Estimation of subperiods for the paring GBP-SEK
Estimation of subperiods for the pairing GBP-SEK

04.01.1999 - 31 December 2003 02 January 2004 - 31 December 2006
Modell 1 Modell 2 Modell 3 Modell 1 Modell 2 Modell 3

λtrace r = 0 16.461 0.425 16.209 26.143** 4.492 25.735**
r < 0 0.329 0.008 0.179 3.557 0.267 3.553

λmax r = 0 16.132 0.417 16.033 22.586** 4.225 22.182**
r = 1 0.329 0.008 0.179 3.557 0.267 3.553

Lags 7 7 7 5 5 5

αGBP -0.058** -0.058**
αSEK -0.037* -0.036*

βGBP 1 1
βSEK -0.657** -0.657**
µ 1.921**

LR(αGBP ) 12.936** 12.753**
(0.000) (0.000)

LR(αSEK) 3.546 3.468
(0.060) (0.063)

LR((1,−1)) 7.377** 7.319**
(0.007) (0.007)

LR(H1(r)|H3(r)) 0.149 0.076
LR(H2(r)|H1(r)) 15.715** 14.129**

(0.000) (0.000)

∗ Rejection of the null hypothesis at the 5% significance level.
∗∗ Rejection of the null hypothesis at the 1% significance level.
p-values in brackets.
λtrace refers to the trace statistic and λmax refers to the maximum eigenvalue statistic. see Johansen (1988, 1991)
LR(αi) is a LR test on weak exgoneity of the adjustment coefficients.
LR(1,−1) tests for a restricted cointegration vector.
LR(Hi(r)|Hj(r)) is the test statistic for testing model i against model j.
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